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PUNCH Remote Sensing to In-Situ Connections 



Introduction

• Leveraging the Heliophysics System Observatory (HSO) to maximize 
the scientific return for PUNCH.
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• Take advantage of spacecraft 
alignments.

• Combine data sets to improve 
the assimilations, tomography, 
and models.

• Use in situ observations to test 
assimilations, tomography, and 
models.

• Develop and test space weather products using PUNCH observations



Missions and Other Data Sources

Imaging:
• STEREO – coronagraph, EUV, heliospheric imaging; especially in quadrature
• SWFO-L1 – coronagraph
• SOHO – LASCO coronagraphs, EIT
• GOES -16 – SUVI
• Parker Solar Probe – WISPR
• Solar Orbiter - Heliospheric Imager (SoloHI), EUI
In Situ:
• L1/Earth - (IMAP, ACE, Wind, SWFO-L1, DSCOVR), solar wind, IMF, SEPs etc
• In situ at other locations (STEREO, Parker, Solar Orbiter, Bepi-Columbo) leverage alignments
Other
• Interplanetary Scintillations (IPS) – input to assimilations
• Magnetographs (GONG) –input to models and assimilations
• Radio bursts (SO, PSP, WIND)
• Ground-based Coronagraphs (Mauna Loa Solar Observatory)
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Spacecraft Alignments

• Radial Alignments
• Study specific solar source regions with image 

tracking combined with solar wind composition.
• Study the dynamic evolution of the solar wind 

with tracking and solar wind and IMF 
observations.

• Quadrature 
• Improved tomography by combining PUNCH 

imaging with side view imaging.

• Many spacecraft alignments occur about once 
a year. 

• Example: September 2, 2026 Solar Orbiter 
will be in near radial alignment with Earth/L1 
when STEREO A has a side view. 
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Some Possible Combined In Situ and PUNCH Studies (1/2)

• Track specific parts of CMEs (sheaths, ejecta etc) and compare specific 
substructure features in ICMEs found in the solar wind and IMF properties and 
solar wind composition.

• Use tracking to understand specific sources of the background solar wind (slow, 
blobs, fast, moderately fast wind).

• Quantify the radial evolution of the solar wind dynamic interactions and steepening 
and formation of shocks.

• Quantify the amount of SEP enhancement that occurs en route as shocks develop.
5



Some Possible Combined In Situ and PUNCH Studies (2/2)

• Comet tails:  How long are they?  
• Some tails have been shown to be 1 to 3 au in length.
• Look for comet tail crossing alignments with other S/C having in situ observations.

• Use statistical relationships between solar wind and IMF parameters to constrain 
assimilations, tomography and models. 

• Combine PUNCH results with statistical relationships to create space weather forecast 
capabilities.
• Estimate the size and arrival times of CMEs and shock fronts.
• Estimate the solar wind density, temperature, and field strength from speed measurements.
• Estimate the magnetic field from Faraday rotation.
• SEP enhancements at shocks linked the shock speed and compression ratio.
• Kp and AP indices which correlates with solar speed and density.
• ULF magnetospheric waves driven by solar wind density structures.
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Source Properties & Dynamic Interactions

77

Pizzo, 1978

Dynamic InteractionsSource Properties

Dynamic interactions between differing 
speed parcels cause the plasma
properties to evolve with distance.

Does the moderately fast wind come from 
the edges of holes or from only small holes?

Is the speed of the solar wind determined in the 
low corona?

Elliott



Corona Holes Emit Wind with a Range of Speeds

8

Op
po

sit
e S

ide
s o

f S
un

 
Im

ag
es

 H
alf

 R
ota

tio
n A

pa
rt

Elliott et al. 2012



Dynamic Interactions & Source Properties
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Superposed epoch analysis of 27 CIRs illustrates contributions of source properties and 
dynamic interactions, which produce correlations amongst solar wind and IMF parameters.

Adapted from Borovsky and Denton, 2010



Revealing Dynamic Interactions
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turbulent regions behind the shocks. In Figure 1b we show a
subset of ‘‘possible’’ ICMEs called ‘‘likely’’ ICMEs, which
satisfy all three criteria. These ‘‘likely’’ ICME data form a
low-temperature branch off the main line of points, in part
because beta is the ratio of thermal to magnetic pressure.
Therefore low-proton beta can be caused by low temper-
atures. Our criteria are successful at removing most ICMEs
from the ‘‘non-ICME’’ subset, although a small number may
remain. As earlier studies have indicated Tp and V are well
correlated for non-ICME data, and many ICMEs have low
Tp and do not show a clear correlation between Tp and V.

2.3. Separating Compressions and Rarefactions

[10] After culling the data, we sort the data into com-
pressions and rarefactions using the slope of a 2-day
running average of solar wind speed versus time. Positive
slopes are labeled as compressions, and negative slopes are
labeled as rarefactions. However, if the magnitude of the
slope is <±2.2 ! 10"4 km s"2, it is labeled as ‘‘other.’’ This
slope criterion is large enough to remove times that are flat
and small enough so that clear compressions and rarefac-
tions are not categorized as ‘‘other.’’ Figure 2 shows a solar

wind speed time series separated into rarefactions (blue),
compressions (orange), and ‘‘other’’ (black) regions. We
apply this algorithm to the entire data set. Figure 3 shows
the color-coded compressions and rarefactions with the
ICMEs removed, and temperature is plotted on a logarith-
mic scale to clearly show the separation between compres-
sions and rarefactions. As expected, the compression data is
shifted to higher temperatures than the rarefaction data.

2.4. Fitting Compressions and Rarefactions Separately

[11] After sorting and culling the data, we analyze com-
pression and rarefaction scatterplots of Tp versus V sepa-
rately. The compressions and rarefactions are shown
separately in Figure 4; it is clear that the solar wind at
1 AU (with ICMEs removed) rarely has speeds <300 km s"1

or >760 km s"1. In addition to examining these scatterplots,
we also placed the data with speeds between 300 km s"1 and
760 km s"1 data into 25 km s"1 speed bins and calculate
average temperature for each bin (shown in black). We fit
both the binned data and the individual hourly data points;
we obtained similar formulas for both approaches. In
Figure 4 we show the formulas for the fits to the binned data.

Figure 1. Solar wind proton temperature versus speed. (a) Data satisfying any of our criteria for being
an ICME and data occurring within 24 hours of a satisfied criterion. (b) Data satisfying all three criteria.
(c) Data remaining after culling ICMEs.

Figure 2. Solar wind speed time series separated into compressions (orange), rarefactions (bright blue),
and ‘‘other’’ (black).

A04103 ELLIOTT ET AL.: BRIEF REPORT
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Falling (Rarefaction)   Rising (Compression)    Flat

We can use the steepness (dV/dt) of the rise and fall of the solar wind speed profile to 
identify compressions (rising) and rarefactions (falling).
This kind of sorting by steepness can be used to illustrate the radial evolution of the 
dynamic interactions.



Radial Evolution of Dynamic Interactions 
Illustrated in the Density Radial Profile
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(T ∝ r!x) profile to obtain the following expression for the
heating rate (!),

! ¼ 8:28# 10!5! " 4
3
! x

# $
TV
r

ð1Þ

where T has units of K, r is in AU, and V in km s!1. We
assume spherical expansion because we cannot obtain a
sufficient independent estimate of the local expansion. One
way to estimate expansion is to fit a power law to the density
radial profile (n ∝ r!c), and then replace 4/3 in equation (1)
with 2c/3 where spherical expansion has c = 2. These fits
can, however, differ substantially from the likely and nearly
spherical expansion expected in the solar wind. This indi-
cates that there are problems obtaining the expansion from
the density radial profile. An additional problem occurs
when rarefaction and compression intervals are treated sep-
arately. Then the compressions consist of a wide range of
compression strengths expanding less than the spherical
expansion rate and vice versa for the rarefactions. The
resulting fits only confirm that rarefactions are less dense on
average while compressions are denser. No given parcel may
expand in the way indicated by the exponent determined

from the fit so we cannot use this method. We assume
spherical expansion, and this is accurate when all data are
combined and compression and rarefaction effects cancel
each other out. As anticipated, the analysis indicates that an
external source contributes to heating which could come
from the dissipation of a turbulent energy cascade. For rar-
efactions the spherical expansion assumption causes ! to be
underestimated, while for compressions ! is overestimated.
In rarefactions and compressions the analysis cannot distin-
guish sufficiently between compressional heating associated
with nonspherical expansion and external sources of heating.
[24] In Table 1 we list exponents obtained from power law

fits to the temperature, density and heating profiles. We fit
the individual hourly samples with the data sorted as
described above. To calculate the heating rate for Figure 19a
and in the black curve in Figure 19b, we use the temperature
exponent derived from fits where the ICMEs and polar
coronal holes were removed without additional compression
and rarefaction sorting (first row and column of Table 1).
Figure 19a shows the distribution of inferred heating rates
about the mean heating rate in Figure 19b and is not quan-
tifiably the time-local heating rate of any particular interval.
The intended result of the analysis is the mean heating rate

Figure 17. (a) The distribution of temperature versus distance with the ICMEs removed and the polar
coronal holes removed from the Ulysses observations. The ACE statistics are shown in black. (b) All of
the temperature data from Figure 17a averaged over distance bins (black), and with additional compres-
sion (orange) and rarefaction (blue) sorting. The dashed lines are the averages & the standard deviations.

Figure 18. (a and b) Density in the same format as Figure 17.

ELLIOTT ET AL.: SOLAR WIND TEMPERATURE-SPEED RELATIONSHIP A09102A09102
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• The density generally decreases at the spherical expansion (r-2).
• Dynamic interactions cause some of the slight deviations from spherical expansion (r-2) that 

increase with distance until about 3 au. 



n-V Relationship

12

ICMEs Removed 01/01/1963 00:00  06/03/2019 07:00 

• Power Law relationship between n and V.
• Sorting by the 2-day average of <dV/dt>2day 

improves the ability to reproduce T and V.

• Rising profiles (orange) <dV/dt>2day  > 7000km/s/year 
• Falling profiles (light blue) <dV/dt>2day < - 7000km/s/year 
• Flat profiles (dark blue) |<dV/dt>2day| ≦ 7000km/s/year 
• All the data (black)

ElliottElliott



• Normalize interplanetary magnetic field strength 
(|B|) by the average value over the prior solar 
rotation to remove most of the very long term 
trends (solar cycle and greater) present in |B|.

Estimate the |B| Using the Steepness in the Speed-Time Profile
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Figure 2. Comparison of Ulysses (black) with ACE (red) and OMNI-2 (blue) observations of the solar wind (a) proton speed, (b) proton density, (c) proton flux, (d)
proton dynamic pressure, and (e) the magnitude of the radial component of the IMF; panels (b)–(e) were all scaled by (r/ro)2. Panel (f) shows the IMF magnitude, |B|,
where we have scaled the radial component by (r/ro)2 and nonradial component by (r/ro). Panel (g) shows Ulysses’ heliolatitude; low latitudes intervals (<±30◦)
have light shading. All data points are Carrington rotation averaged: synodic (27.2753 days) for ACE and OMNI, which orbit the Sun with the Earth, and sidereal
(25.38 days) for Ulysses, which is in an inertial solar orbit; this averaging minimizes solar longitude sampling biases.
(A color version of this figure is available in the online journal.)

observations show the simple bimodal structure of the three-
dimensional solar wind around the solar cycle activity mini-
mums in both SC22 (∼1993–1998) and SC23 (∼2005–2010)
with fast, tenuous solar wind at high heliolatitudes from large
polar coronal holes and slower, denser, and much more vari-
able wind at lower latitudes (e.g., McComas et al. 1998a, 2000).
In contrast, around solar maximum in SC22 (∼1998–2005),
Ulysses observed fast and slow winds at all heliolatitudes, indi-
cating a very complicated global solar wind (and coronal source)
structure (McComas et al. 2002). The final Ulysses observations
from 2007–2009 cover a time when Ulysses was returning from
high to low northern latitudes and the Sun was experiencing

a protracted solar minimum. The solar wind proton speed (a),
proton density (b), proton flux (c), and radial IMF component
(e) all indicate the solar minimum bi-modal solar wind structure
continued while Ulysses traversed to sufficiently low heliolati-
tudes (∼30◦) to again observe the slow and more variable near
ecliptic solar wind.

Ecliptic observations from both ACE (red) and OMNI-2 (blue)
are also plotted in Figure 2 for comparison. While panels
(a)–(c) and (e) show significant differences for times when
Ulysses is observing polar coronal hole flows, Ulysses’ lower
latitude observations (gray shading), and even the high-latitude
observations for slower wind times around solar maximum, are
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Figure 2. Comparison of Ulysses (black) with ACE (red) and OMNI-2 (blue) observations of the solar wind (a) proton speed, (b) proton density, (c) proton flux, (d)
proton dynamic pressure, and (e) the magnitude of the radial component of the IMF; panels (b)–(e) were all scaled by (r/ro)2. Panel (f) shows the IMF magnitude, |B|,
where we have scaled the radial component by (r/ro)2 and nonradial component by (r/ro). Panel (g) shows Ulysses’ heliolatitude; low latitudes intervals (<±30◦)
have light shading. All data points are Carrington rotation averaged: synodic (27.2753 days) for ACE and OMNI, which orbit the Sun with the Earth, and sidereal
(25.38 days) for Ulysses, which is in an inertial solar orbit; this averaging minimizes solar longitude sampling biases.
(A color version of this figure is available in the online journal.)

observations show the simple bimodal structure of the three-
dimensional solar wind around the solar cycle activity mini-
mums in both SC22 (∼1993–1998) and SC23 (∼2005–2010)
with fast, tenuous solar wind at high heliolatitudes from large
polar coronal holes and slower, denser, and much more vari-
able wind at lower latitudes (e.g., McComas et al. 1998a, 2000).
In contrast, around solar maximum in SC22 (∼1998–2005),
Ulysses observed fast and slow winds at all heliolatitudes, indi-
cating a very complicated global solar wind (and coronal source)
structure (McComas et al. 2002). The final Ulysses observations
from 2007–2009 cover a time when Ulysses was returning from
high to low northern latitudes and the Sun was experiencing

a protracted solar minimum. The solar wind proton speed (a),
proton density (b), proton flux (c), and radial IMF component
(e) all indicate the solar minimum bi-modal solar wind structure
continued while Ulysses traversed to sufficiently low heliolati-
tudes (∼30◦) to again observe the slow and more variable near
ecliptic solar wind.

Ecliptic observations from both ACE (red) and OMNI-2 (blue)
are also plotted in Figure 2 for comparison. While panels
(a)–(c) and (e) show significant differences for times when
Ulysses is observing polar coronal hole flows, Ulysses’ lower
latitude observations (gray shading), and even the high-latitude
observations for slower wind times around solar maximum, are
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Forecasting Kp Index

OMNI
1963 to 2016

OMNI
1963 to 2016

Background Wind 
(Excluding ICMEs) ICMEs

Above Line
Kp >3

Below Line 
Kp <3

Above Line
Kp >3

Below Line 
Kp <3

Kp Index
Lookup table of Kp 
binned by both np & Vp
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• To determine if Kp is high or low, you only need to determine if V and n (or another measure 
compression e.g. dV/dt) are high or low.

• CME tracking the imaging that includes polarization information such that both n and V can be 
determined.

Extension of Elliott et al. 2013



Tracking CME Features in Imaging

• Individual parts of CMEs can be track om STEREO coronagraphs and heliospheric imagers. 
• STEREO quadrature intervals are in very good for tracking events headed towards Earth. 
• PUNCH coronagraph and heliospheric imagers will be in Earth orbit, but better resolve 3-D 

structure because these imagers will measure the polarization.
15

DeForest 
et al., 2013

The Astrophysical Journal, 769:43 (13pp), 2013 May 20 DeForest, Howard, & McComas

Figure 2. Morphology and evolution of the 2008 December Earth-directed CME were imaged by the integrated SECCHI suite on board Stereo-A. Six panels show
evolution from formation (upper left) through just before impact (lower right). The Earth-directed CME was triggered by a smaller, more northerly CME that erupted
just before and was not Earth-directed. The main cavity in these images is the magnetic cloud in Section 2.2.

throughout the evolution of the CME. The top left panel shows
early coronagraph observations of the CME, showing it as a
dark cavity eruption at about 40◦ azimuth that triggers a larger,
secondary “main” cavity eruption. This secondary cavity erupts

into the streamer belt, propagates across the solar system, and
impacts Earth’s magnetosphere.

The overlain boundaries in Figure 2 are drawn by direct visual
inspection. They approximate clearly visible edges in the data.
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Figure 4. Key quantities measured in situ by the ACE and Wind spacecraft as they encountered the CME of 2008 December 12, four days after onset. From top to bottom:
bulk proton wind speed, density, and temperature from Wind/SWE; pitch-angle distribution of suprathermal electrons in the 272 eV channel of ACE/SWEPAM;
magnetic strength and angle from ACE/MAG. The Wind data are delayed 9.5 minutes to account for travel time between the two spacecraft. See text for interpretation
and discriminants of the marked regions.

spacecraft were close to each other and nearly in syzygy with the
Sun (Figure 1), enabling hybrid analysis of CME-scale features
in the near-Earth solar wind.

First contact of the leading sheath regime with ACE was just
before 2008 December 16 07:00 UT, almost exactly four days af-
ter the launch of the flux rope (Section 2.1). A corresponding so-
lar wind density enhancement lasted until the encounter with the
magnetic cloud beginning at 2008 December 17 03:30 UT. Ex-
amination of the pitch angle distribution plots of supra-thermal
electrons as measured by ACE/SWEPAM divides the density-
enhanced period into an initial time of little counterstreaming
electron activity from 2008 December 16 07:00–16:30 UT, and
a following time in which counterstreaming is readily visible
in the pitch angle distributions of 272 eV and other electrons.
(We have plotted only the 272 eV distribution for simplicity, but
counterstreaming is visible throughout the energy range from

100 eV to 700 eV.) The magnetic cloud crossed from 2008
December 16 03:30 UT to 2008 December 17 02:00 UT. The
cloud was followed by further dense material with significant
counterstreaming in the 272 eV electron distribution. This trail-
ing material was not well separated from the trailing solar wind
in density or magnetic field, but showed significant counter-
streaming until 2008 December 18 02:00 UT.

We marked the colored regions in Figure 4 based on the in
situ data alone. Here we describe each section and the reason
for each boundary’s placement.

The marked “solar wind pickup sheath” contains primarily
singly connected field lines with some small regions of coun-
terstreaming, as is typical of the slow solar wind. Its leading
boundary is defined by a comparatively sudden (but not shock
associated) enhancement in the wind proton density, with a rise
time of 1 hr, from 8 cm−3 to 15 cm−3.

5

In Situ Measurements of Tracked CME Substructure

•  

DeForest et al., 2013



Coronal Mass Ejection Heavy Ion Signatures

• The heavy ion composition for 
CMEs is different than for the 
background wind.

• Often there are more high charge 
states ions.

• Occasionally there are both really 
low and really high charge state 
ions. 

• The elemental abundance ratios 
also are different in CMEs than in 
magnetic clouds.

17

comparable statistics, the normal time periods were chosen
to have the same duration as those of the ICMEs. The filled
histogram bars (representing normal solar wind) peak at
hQiFe ! 10, consistent with a coronal temperature around
1 MK [Galvin and Gloeckler, 1997; Arnaud and Raymond,
1992]. The unfilled bars represent hot ICME material (from
the hot ICME time periods listed in Table 1 of Lepri et al.
[2001]) and peak around hQiFe ! 12–13. This illustrates
that the ICME material identified by Lepri et al. [2001] is
often originating from a much hotter source, as determined
by hQiFe, than the normal solar wind material.
[11] Figure 1b shows the cumulative distribution function

for the above histograms. The solid line corresponds to the
filled histogram bars and represents the probability that one
would find a certain average Fe charge state in the normal
solar wind larger than the value hQiFe. The probability of
finding charge states higher than 10 or 11 in the normal
solar wind rapidly drops off. The dashed line represents the
probability that one would find a charge state below hQiFe
in a hot ICME. As the charge states increase, they are more
likely associated with ICMEs. The two curves intersect
around hQiFe = 11; this value represents an equal probabil-
ity that the material observed is associated with either the
normal solar wind or a hot ICME. A similar crossover value
was determined in examining several other years of data
within the study. To further illustrate charge state distribu-
tions associated with all ICMEs, we use independently
determined ICME time periods (ICME boundaries are

determined by Cane and Richardson [2003] (hereinafter
referred to as CR)) that are associated with high Fe charge
states. The ICME time periods were identified by a variety
of signatures: in particular, by thorough examination of
5-min magnetic field data from the ACE magnetometer,
solar wind plasma data from the Wind and ACE spacecraft,
and cosmic ray intensity as measured by the anticoincidence
guard of the NASA Goddard Space Flight Center (GSFC)
experiment on IMP 8. Most ICME were readily identifiable
on the basis of the simultaneous presence of a relatively
smooth magnetic field, often with some rotation of the out-
of-ecliptic component, abnormally low plasma proton tem-
peratures, and a decrease in the cosmic ray intensity. For
examples and a discussion of ICME signatures, see
Richardson and Cane [1995] and Cane and Richardson
[2003].
[12] The results of the survey of CR ICME versus non-

ICME solar wind data are plotted in Figures 2a and 2b,
similar to Figures 1a and 1b. The normal solar wind charge
states are taken over the rest of the year, excluding the
ICME time periods. We find that using these independently
determined ICME periods for the ICME charge states
results in a similar crossover value to the one obtained in
Figure 1a. Once again, the peak for the normal solar wind is
around hQiFe = 10. The range of charge states found within
the ICME solar wind varies greatly. As I mentioned above,
high Fe charge states are not observed in all ICMEs which
would explain the peak around hQiFe ! 10–11 (close to

Figure 1. (a) Histogram representing the normalized occurrence rate of certain Fe charge states in
normal solar wind and hot ICME [Lepri et al., 2001] solar wind for the year 1999. (b) Cumulative
distribution function for the histograms in Figure 1a. The solid line represents the probability that one
would find a certain charge state larger than hQiFe in the normal solar wind. The dashed line,
corresponding to ICMEs, represents the probability that one would find an Fe charge state less than hQiFe
in a hot ICME.

A01112 LEPRI AND ZURBUCHEN: BRIEF REPORT
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Table 3. CR03 ICMEs in 1998–2002 With Weak SWICS Compositional Signaturesa

Disturbance Time, UT ICME Start, UT ICME End, UT VICME,
b km/s B, nT MC?c Dst, nT Vtr,

d km/s LASCO CMEe

1998
Feb. 17 0400 Feb. 17 1000 Feb. 17 2100 400 12 1 !102 602 Feb. 14 0655
March 06 0300 March 06 1500 March 07 1600 330 7 1 !25 . . .
Aug. 05 1300 Aug. 05 1300 Aug. 06 1200 360 13 1 !166 dg dg

1999
June 26 2016 June 27 1400 June 28 1400 680 8 0 !43 760 June 24 1331 H

2000
Jan. 22 0023 Jan. 22 1700 Jan. 23 0200 380 16 1 !91 530 Jan. 18 1754 H
March 09 2300 March 10 0100 March 10 0600 390 6 1 0 . . .
March 18 2200 March 19 0200 March 19 1200 380 9 0 !2 . . .
June 18 0900 June 18 0900 June 18 1700 380 6 1 !9 . . .
Oct. 20 1800 Oct. 20 2200 Oct. 21 0800 400 4 0 !2 . . .

2001
April 21 1601 April 21 2300 April 23 0800 350 11 2 !104 . . .
June 07 0852(A) June 07 1800 June 08 0700 390 9 1 !4 . . .
July 13 1700 July 13 1700 July 14 0100 400 8 1 !8 . . .
Aug. 15 0500 Aug. 15 0500 Aug. 16 1400 390 5 0 !16 . . .
Aug. 27 1952 Aug. 28 2000 Aug. 29 2000 470 4 0 !20 810 Aug. 25 1650 H
Sept. 30 1924 Oct. 01 0800 Oct. 02 0000 490 9 0 !150 710 Sept. 28 0854 H
Nov. 19 1815 Nov. 19 2200 Nov. 20 1100 480 6 1 !32 680 Nov. 17 0530 H
Dec. 29 0538 Dec. 30 0000 Dec. 30 1400 400 17 1 !39 570 Dec. 26 0530?

2002
No events
a"20% of available signatures with duration "3 hours not present.
bAverage in situ speed of ICME at 1 AU.
cHere 2 indicates magnetic cloud, 1 indicates some evidence of magnetic field rotation, but not a magnetic cloud, and 0 indicates no clear magnetic field

rotation.
dDisturbance transit time to 1 AU.
e‘‘H’’ indicates that the CME had a 360! angular extent (i.e., halo CME), ‘‘?’’ indicates that the CME association may be doubtful, and ‘‘dg’’ indicates

that there was a LASCO data gap around the expected time of the associated CME.

Figure 8. Variation of composition anomaly occurrence rates (percentage of data points that are
anomalous) for various compositional signatures as a function of time with respect to CR03 ICMEs, with
0% corresponding to ICME leading edge passage and 100% corresponding to the ICME trailing edge.
Results are shown for magnetic clouds and noncloud ICMEs.
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Table 3. CR03 ICMEs in 1998–2002 With Weak SWICS Compositional Signaturesa

Disturbance Time, UT ICME Start, UT ICME End, UT VICME,
b km/s B, nT MC?c Dst, nT Vtr,

d km/s LASCO CMEe

1998
Feb. 17 0400 Feb. 17 1000 Feb. 17 2100 400 12 1 !102 602 Feb. 14 0655
March 06 0300 March 06 1500 March 07 1600 330 7 1 !25 . . .
Aug. 05 1300 Aug. 05 1300 Aug. 06 1200 360 13 1 !166 dg dg

1999
June 26 2016 June 27 1400 June 28 1400 680 8 0 !43 760 June 24 1331 H

2000
Jan. 22 0023 Jan. 22 1700 Jan. 23 0200 380 16 1 !91 530 Jan. 18 1754 H
March 09 2300 March 10 0100 March 10 0600 390 6 1 0 . . .
March 18 2200 March 19 0200 March 19 1200 380 9 0 !2 . . .
June 18 0900 June 18 0900 June 18 1700 380 6 1 !9 . . .
Oct. 20 1800 Oct. 20 2200 Oct. 21 0800 400 4 0 !2 . . .

2001
April 21 1601 April 21 2300 April 23 0800 350 11 2 !104 . . .
June 07 0852(A) June 07 1800 June 08 0700 390 9 1 !4 . . .
July 13 1700 July 13 1700 July 14 0100 400 8 1 !8 . . .
Aug. 15 0500 Aug. 15 0500 Aug. 16 1400 390 5 0 !16 . . .
Aug. 27 1952 Aug. 28 2000 Aug. 29 2000 470 4 0 !20 810 Aug. 25 1650 H
Sept. 30 1924 Oct. 01 0800 Oct. 02 0000 490 9 0 !150 710 Sept. 28 0854 H
Nov. 19 1815 Nov. 19 2200 Nov. 20 1100 480 6 1 !32 680 Nov. 17 0530 H
Dec. 29 0538 Dec. 30 0000 Dec. 30 1400 400 17 1 !39 570 Dec. 26 0530?

2002
No events
a"20% of available signatures with duration "3 hours not present.
bAverage in situ speed of ICME at 1 AU.
cHere 2 indicates magnetic cloud, 1 indicates some evidence of magnetic field rotation, but not a magnetic cloud, and 0 indicates no clear magnetic field

rotation.
dDisturbance transit time to 1 AU.
e‘‘H’’ indicates that the CME had a 360! angular extent (i.e., halo CME), ‘‘?’’ indicates that the CME association may be doubtful, and ‘‘dg’’ indicates

that there was a LASCO data gap around the expected time of the associated CME.

Figure 8. Variation of composition anomaly occurrence rates (percentage of data points that are
anomalous) for various compositional signatures as a function of time with respect to CR03 ICMEs, with
0% corresponding to ICME leading edge passage and 100% corresponding to the ICME trailing edge.
Results are shown for magnetic clouds and noncloud ICMEs.
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Energetic Storm Particles are SEP Enhancements at Shocks 
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1.  Introduction 
Fast interplanetary (IP) coronal mass ejections (CMEs) often drive shock waves through the corona 
and the IP medium. These shocks are sometimes accompanied by enhancements in the intensities of 
energetic ions above ~0.05 MeV/nucleon (e.g., Armstrong et al. 1985; Richter et al. 1985; Scholer 
1985; Kennel et al. 1986; Reames 1999) known as energetic storm particle (ESP) events. ESPs can last 
for several hours and their associated particle enhancements might arrive ahead or behind the shock 
(e.g., Cohen 2006, Giacalone 2012). A classic ESP event (see Lario et al. 2005 for ESP categorization) 
is illustrated in Figure 1. 
 

 
Figure 1: A classic ESP event observed at ACE. (a) Intensity-time profiles of 0.5–2.0 MeV/nucleon 

3He, 4He, O, and Fe nuclei. (b) 5 minute average of the magnetic field magnitude B (in blue) and the 5 
minute average of the solar wind speed from 2000 June 20 through 26. Purple vertical line marks the 
arrival of the interplanetary shock at ACE at 1227 UT on 2000 June 23. 
 
 
       The primary candidate for accelerating energetic particles at CME-driven shocks is thought to be 
the diffusive shock acceleration (DSA), comprising the shock-drift mechanism at quasi-perpendicular 
shocks (Decker, 1981), and the first-order Fermi mechanism at quasi-parallel shocks (Lee, 1983).  
DSA theory lays some expectations for ESP properties and how they relate to their IP shock properties 
and ambient conditions. For instance, (i) the acceleration of a mono energetic seed population results 
in a power-law with a spectral index, γ, that is independent of ion species and determined solely by the 
IP shock density compression ratio, (e.g. Van Nes et al. 1984). The stronger the compression, the 
flatter (i.e., lower spectral index) the spectrum. Tylka et al. (2005) suggested that particle abundances 
at the shock have a dependence on shock obliquity, with quasi-perpendicular shocks being more likely 
to produce heavy ion enhancements compared to quasi-parallel shocks. This ties into the effects that 
limit the acceleration processes, such as shock geometry (width, curvature), escape of ions from shock, 
and/or finite acceleration time, to produce a characteristic exponential rollover with e-folding energy 
E0 that is species-dependent (e.g., Jones & Ellison 1991; Li et al. 2003). E0 in this case depends on the 
diffusion coefficient, which increases with ion rigidity, such that higher rigidity ions (e.g., Fe) are 
accelerated less efficiently than lower rigidity ions (e.g., O). Furthermore, Zank et al. (2006) suggested 
that quasi-parallel shocks accelerate protons to higher energies more efficiently than quasi-
perpendicular shocks, and that the latter are more likely to accelerate particles out of a pool of pre-
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Table 1: Correlation heatmap of all inferred parameters with those of ESP properties. 
 
 
 

Shock Speed and ESP flux
Correlation 0.52
Highest Correlation: ESP Flux & Plasma Condition



Extended Comet Tails

• PUNCH data could be used to find when other missions cross distant comet tails.  
• Tail Lengths between 1 and 6.5 au long (Jones et al. 2018; 2022).
• Tail Crossing:
• Enhanced amounts of single charged ions.
• Very low plasma densities.
• Field and flow rotations occur in a tail crossing. 

19

Gloeckler et al. 2004

Jones et al. 2018

Riley et al., 1998

• First thought to be a “density hole” 
(Riley et al, 1998). 

• Several years later it was 
discovered to be a comet tail 
crossing (Gloeckler et al. 2000). 

Comet Hyakutake



Summary

• We can leverage the Heliophysics System Observatory (HSO) to do a a 
wide variety of multi-spacecraft studies particularly during spacecraft 
alignments.

In Situ-Remote Synergies:
• Tracking of structures in coronal and heliospheric imaging to understand sources 

(slow wind, fast wind, moderately fast wind) and substructures of CMEs.
• Dynamic interactions en route that form shocks (Key missing space weather 

capability.)
• SEP enhancements at shocks
• Comet tails
• Testing a variety of space weather forecast capabilities using PUNCH observations.

20
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Source Signatures in the T-V Relationship

Elliott et al., 2012

Elliott et al., 2012

ACE-SWEPAM

DOY In 2003



Composition of Polar Coronal Hole Extensions and Equatorial Holes
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Delano et al., 2021



Revealing Dynamic Interactions

24

turbulent regions behind the shocks. In Figure 1b we show a
subset of ‘‘possible’’ ICMEs called ‘‘likely’’ ICMEs, which
satisfy all three criteria. These ‘‘likely’’ ICME data form a
low-temperature branch off the main line of points, in part
because beta is the ratio of thermal to magnetic pressure.
Therefore low-proton beta can be caused by low temper-
atures. Our criteria are successful at removing most ICMEs
from the ‘‘non-ICME’’ subset, although a small number may
remain. As earlier studies have indicated Tp and V are well
correlated for non-ICME data, and many ICMEs have low
Tp and do not show a clear correlation between Tp and V.

2.3. Separating Compressions and Rarefactions

[10] After culling the data, we sort the data into com-
pressions and rarefactions using the slope of a 2-day
running average of solar wind speed versus time. Positive
slopes are labeled as compressions, and negative slopes are
labeled as rarefactions. However, if the magnitude of the
slope is <±2.2 ! 10"4 km s"2, it is labeled as ‘‘other.’’ This
slope criterion is large enough to remove times that are flat
and small enough so that clear compressions and rarefac-
tions are not categorized as ‘‘other.’’ Figure 2 shows a solar

wind speed time series separated into rarefactions (blue),
compressions (orange), and ‘‘other’’ (black) regions. We
apply this algorithm to the entire data set. Figure 3 shows
the color-coded compressions and rarefactions with the
ICMEs removed, and temperature is plotted on a logarith-
mic scale to clearly show the separation between compres-
sions and rarefactions. As expected, the compression data is
shifted to higher temperatures than the rarefaction data.

2.4. Fitting Compressions and Rarefactions Separately

[11] After sorting and culling the data, we analyze com-
pression and rarefaction scatterplots of Tp versus V sepa-
rately. The compressions and rarefactions are shown
separately in Figure 4; it is clear that the solar wind at
1 AU (with ICMEs removed) rarely has speeds <300 km s"1

or >760 km s"1. In addition to examining these scatterplots,
we also placed the data with speeds between 300 km s"1 and
760 km s"1 data into 25 km s"1 speed bins and calculate
average temperature for each bin (shown in black). We fit
both the binned data and the individual hourly data points;
we obtained similar formulas for both approaches. In
Figure 4 we show the formulas for the fits to the binned data.

Figure 1. Solar wind proton temperature versus speed. (a) Data satisfying any of our criteria for being
an ICME and data occurring within 24 hours of a satisfied criterion. (b) Data satisfying all three criteria.
(c) Data remaining after culling ICMEs.

Figure 2. Solar wind speed time series separated into compressions (orange), rarefactions (bright blue),
and ‘‘other’’ (black).
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Elliott et al., 2005

Falling (Rarefaction)   Rising (Compression)   Flat

Elliott et al., 2012We can use the steepness (dV/dt) of the rise and fall of the solar wind speed profile to 
identify compressions (rising) and rarefactions (falling).
This kind of sorting by steepness can be used to illustrate the radial evolution of the 
dynamic interactions.

<dV/dt>2day



Composition Changes For Slow and Fast Wind
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T-V Relationship
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01/01/1963 00:00  06/03/2019 07:00 ICMEs Removed 

• Linear relationship between T and V.
• Sorting by the 2-day average of <dV/dt>2day 

improves the ability to reproduce T and V.

• Rising profiles (orange) <dV/dt>2day  > 7000km/s/year 
• Falling profiles (light blue) <dV/dt>2day < - 7000km/s/year 
• Flat profiles (dark blue) |<dV/dt>2day| ≦ 7000km/s/year 
• All the data (black)



Long Term Trends in IMF |B| Independent of Location

• The magnitude of the field |B| has some long term trends that track the long term trends for the Sun.
• These means there are long term baseline trends in |B| that affect the baseline field strength. 
• Other variations in |B| observed in situ reflect the field from an individual structure and a dynamic 

interactions. 
27
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Figure 2. Comparison of Ulysses (black) with ACE (red) and OMNI-2 (blue) observations of the solar wind (a) proton speed, (b) proton density, (c) proton flux, (d)
proton dynamic pressure, and (e) the magnitude of the radial component of the IMF; panels (b)–(e) were all scaled by (r/ro)2. Panel (f) shows the IMF magnitude, |B|,
where we have scaled the radial component by (r/ro)2 and nonradial component by (r/ro). Panel (g) shows Ulysses’ heliolatitude; low latitudes intervals (<±30◦)
have light shading. All data points are Carrington rotation averaged: synodic (27.2753 days) for ACE and OMNI, which orbit the Sun with the Earth, and sidereal
(25.38 days) for Ulysses, which is in an inertial solar orbit; this averaging minimizes solar longitude sampling biases.
(A color version of this figure is available in the online journal.)

observations show the simple bimodal structure of the three-
dimensional solar wind around the solar cycle activity mini-
mums in both SC22 (∼1993–1998) and SC23 (∼2005–2010)
with fast, tenuous solar wind at high heliolatitudes from large
polar coronal holes and slower, denser, and much more vari-
able wind at lower latitudes (e.g., McComas et al. 1998a, 2000).
In contrast, around solar maximum in SC22 (∼1998–2005),
Ulysses observed fast and slow winds at all heliolatitudes, indi-
cating a very complicated global solar wind (and coronal source)
structure (McComas et al. 2002). The final Ulysses observations
from 2007–2009 cover a time when Ulysses was returning from
high to low northern latitudes and the Sun was experiencing

a protracted solar minimum. The solar wind proton speed (a),
proton density (b), proton flux (c), and radial IMF component
(e) all indicate the solar minimum bi-modal solar wind structure
continued while Ulysses traversed to sufficiently low heliolati-
tudes (∼30◦) to again observe the slow and more variable near
ecliptic solar wind.

Ecliptic observations from both ACE (red) and OMNI-2 (blue)
are also plotted in Figure 2 for comparison. While panels
(a)–(c) and (e) show significant differences for times when
Ulysses is observing polar coronal hole flows, Ulysses’ lower
latitude observations (gray shading), and even the high-latitude
observations for slower wind times around solar maximum, are

3

ACE
OMNI
Ulysses

Ulysses

McComas et al. 2013



• Normalize interplanetary magnetic field strength (|B|) by the average value over the prior solar rotation to remove 
most of the very long term trends (solar cycle and greater) present in |B|.

• |B|/<|B|>prior rot is plotted vs <dV/dt>2day  since we know that |B| typically peaks when in the middle of the rise in speed.

Estimate the |B|Using the Steepness in the Speed-Time Profile
|B|/<|B|>PR vs. <dV/dt>
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Separating Dynamic Interactions and Source Properties

	

	DOY 2003

Coronal Electron Temperature

Chromosphere 

Dynamic Interactions

Dynamic Interactions & Source

Dynamic Interactions

Core/Boundary of Hole

Magnetic Connection• We can examine 
magnetic 
connections, solar 
wind sources, and 
dynamic interactions 
by combining data 
sets.



General Tracking of the Solar Wind

• The PUNCH spacecraft will be in Earth orbit, 
but include polarization information in the 
corona and heliosphere which allows the 3-S 
structure to be resolved and density to be 
estimated.

• PUNCH team is testing a variety of tracking 
methods which are rapidly evolving. 

• With the polarization and the new tracking 
techniques it may be possible to track the 
background wind and examine the radial 
evolution of the dynamic interactions.

30DeForest et al. 2018

Visible-Light Variations in the Outer Corona
STEREO-
COR2



Diagram of Parts of CME Structures

31DeForest et al., 2013
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Figure 5. Sketch of inferred magnetic topology and zones for the CME of 2008 December 12 as viewed from STEREO-A. A flux rope erupts from the corona toward
the Earth, carrying a strapping field with it. The coronal structure is substantially preserved as it crosses the solar system, including plasma entrained in front of the
CME flux rope as it passes through the corona. A wind sheath is accumulated on the front of the flux rope as it travels faster than the ambient wind. Reconnections
and impact by trailing wind confuse the signature of the trailing edge. The color key matches Figure 4. The strapping and overlying coronal field are distinguished by
their slightly different signatures in situ (Figure 4) and by their consistency with the observed mass growth of the overall structure as it rises through the corona and
heliosphere (Figures 2 and 3).

Table 1
Conformance Matrix between the 2008 December 12 CME and CME Onset Models

Model/Obs Cavity Morphology at Cavity Morphology at Connected Sheath
Bottom of Corona Top of Corona Structure

Observation Approximate symmetric Larger leading wall Larger leading sheath
Breakout (reconnection above) Larger trailing wall Symmetric or Larger trailing wall Symmetric or Larger trailing sheath
Tether cutting (reconnection below) Larger leading wall Approximate symmetric walls Approximate symmetric sheaths
Ideal instability (herniation; kink) Symmetric front-back Approximate symmetric walls Approximate symmetric sheaths
Mass draining Symmetric front-back Larger leading wall Larger leading sheath

3.2. Onset Mechanism

The division of the magnetic structural regimes described
in Section 3.1 enables us to produce a global view of their
morphology. Figure 5 shows a cartoon diagram of each of
the magnetic regimes, from (left) their origins at the Sun to
(right) their resulting structure deep in the solar wind. These
morphological insights help determine the onset mechanism of
the CME. Table 1 is a conformance matrix between the structure
we inferred (and sketched in Figure 5) and several leading
models of CME onset and early propagation (discussed briefly
in Section 1). We have divided the models describing CME
onset into four broad categories: onsets that require reconnection
above the CME to eliminate confining fields; those that require
reconnection below the CME to reduce restraint by the tension
force; ideal MHD instabilities that sweep overlying fields aside;
and mass draining instabilities that allow the system to entrain
an overlying containment field and erupt with it. Two classes of
instability—ideal instability and mass draining—are consistent
with the behavior throughout the observed range. Mass draining
is the most consistent with the observed behavior of the Earth-
directed CME, because draining alone does not rely on sweeping
away a strapping field of any kind, supporting the observed early

front/back symmetry and ultimate asymmetric connected sheath
structure.

3.3. Kinetic Energy and Driving

We considered the kinetic energy of the entire CME event at
different stages of its evolution, as inferred from both remote
sensing and in situ measurement. We sought to ascertain whether
a long-term driver continues to push the CME, as suggested
by Howard et al. (2007). Mass and kinetic energy inference
followed the techniques followed by DeForest et al. (2012) for
a flux disconnection event.

For the bulk speed of the event we rely on a combination of the
in situ measurements in Figure 4, previously published remotely
sensed speeds (Davis et al. 2009; Byrne et al. 2010; Howard
et al. 2012), and transit-time inferences using a constant speed
estimate. The latter is appropriate because this event’s speed has
been determined to be approximately constant above the corona
(Byrne et al. 2010), and we check kinetic energy inferences
against the other methods above. Unless specifically noted, all
speeds in the following discussion are averages from transit
time inferences, from the top of the corona at 0.1 AU to arrival
at ACE.

7



• Color scheme the same as the prior 
diagram.

• DeForest et al. were able to track 2 
different parts of the leading sheath, a 
trailing sheath and the magnetic cloud 
using STEREO.

• The CME tracking in PUNCH should 
also allow for better tracking of the 
CMEs back to the Sun and enable 
comparisons with in situ observations at 
IMAP, Solar Probe and Solar Orbiter.

• Solar Orbiter-HIS and IMAP-CODICE 
both measure heavy ion composition.

32
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Figure 4. Key quantities measured in situ by the ACE and Wind spacecraft as they encountered the CME of 2008 December 12, four days after onset. From top to bottom:
bulk proton wind speed, density, and temperature from Wind/SWE; pitch-angle distribution of suprathermal electrons in the 272 eV channel of ACE/SWEPAM;
magnetic strength and angle from ACE/MAG. The Wind data are delayed 9.5 minutes to account for travel time between the two spacecraft. See text for interpretation
and discriminants of the marked regions.

spacecraft were close to each other and nearly in syzygy with the
Sun (Figure 1), enabling hybrid analysis of CME-scale features
in the near-Earth solar wind.

First contact of the leading sheath regime with ACE was just
before 2008 December 16 07:00 UT, almost exactly four days af-
ter the launch of the flux rope (Section 2.1). A corresponding so-
lar wind density enhancement lasted until the encounter with the
magnetic cloud beginning at 2008 December 17 03:30 UT. Ex-
amination of the pitch angle distribution plots of supra-thermal
electrons as measured by ACE/SWEPAM divides the density-
enhanced period into an initial time of little counterstreaming
electron activity from 2008 December 16 07:00–16:30 UT, and
a following time in which counterstreaming is readily visible
in the pitch angle distributions of 272 eV and other electrons.
(We have plotted only the 272 eV distribution for simplicity, but
counterstreaming is visible throughout the energy range from

100 eV to 700 eV.) The magnetic cloud crossed from 2008
December 16 03:30 UT to 2008 December 17 02:00 UT. The
cloud was followed by further dense material with significant
counterstreaming in the 272 eV electron distribution. This trail-
ing material was not well separated from the trailing solar wind
in density or magnetic field, but showed significant counter-
streaming until 2008 December 18 02:00 UT.

We marked the colored regions in Figure 4 based on the in
situ data alone. Here we describe each section and the reason
for each boundary’s placement.

The marked “solar wind pickup sheath” contains primarily
singly connected field lines with some small regions of coun-
terstreaming, as is typical of the slow solar wind. Its leading
boundary is defined by a comparatively sudden (but not shock
associated) enhancement in the wind proton density, with a rise
time of 1 hr, from 8 cm−3 to 15 cm−3.

5

In Situ Measurements of Tracked CME Substructure



Coronal Mass Ejection Heavy Ion Signatures
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comparable statistics, the normal time periods were chosen
to have the same duration as those of the ICMEs. The filled
histogram bars (representing normal solar wind) peak at
hQiFe ! 10, consistent with a coronal temperature around
1 MK [Galvin and Gloeckler, 1997; Arnaud and Raymond,
1992]. The unfilled bars represent hot ICME material (from
the hot ICME time periods listed in Table 1 of Lepri et al.
[2001]) and peak around hQiFe ! 12–13. This illustrates
that the ICME material identified by Lepri et al. [2001] is
often originating from a much hotter source, as determined
by hQiFe, than the normal solar wind material.
[11] Figure 1b shows the cumulative distribution function

for the above histograms. The solid line corresponds to the
filled histogram bars and represents the probability that one
would find a certain average Fe charge state in the normal
solar wind larger than the value hQiFe. The probability of
finding charge states higher than 10 or 11 in the normal
solar wind rapidly drops off. The dashed line represents the
probability that one would find a charge state below hQiFe
in a hot ICME. As the charge states increase, they are more
likely associated with ICMEs. The two curves intersect
around hQiFe = 11; this value represents an equal probabil-
ity that the material observed is associated with either the
normal solar wind or a hot ICME. A similar crossover value
was determined in examining several other years of data
within the study. To further illustrate charge state distribu-
tions associated with all ICMEs, we use independently
determined ICME time periods (ICME boundaries are

determined by Cane and Richardson [2003] (hereinafter
referred to as CR)) that are associated with high Fe charge
states. The ICME time periods were identified by a variety
of signatures: in particular, by thorough examination of
5-min magnetic field data from the ACE magnetometer,
solar wind plasma data from the Wind and ACE spacecraft,
and cosmic ray intensity as measured by the anticoincidence
guard of the NASA Goddard Space Flight Center (GSFC)
experiment on IMP 8. Most ICME were readily identifiable
on the basis of the simultaneous presence of a relatively
smooth magnetic field, often with some rotation of the out-
of-ecliptic component, abnormally low plasma proton tem-
peratures, and a decrease in the cosmic ray intensity. For
examples and a discussion of ICME signatures, see
Richardson and Cane [1995] and Cane and Richardson
[2003].
[12] The results of the survey of CR ICME versus non-

ICME solar wind data are plotted in Figures 2a and 2b,
similar to Figures 1a and 1b. The normal solar wind charge
states are taken over the rest of the year, excluding the
ICME time periods. We find that using these independently
determined ICME periods for the ICME charge states
results in a similar crossover value to the one obtained in
Figure 1a. Once again, the peak for the normal solar wind is
around hQiFe = 10. The range of charge states found within
the ICME solar wind varies greatly. As I mentioned above,
high Fe charge states are not observed in all ICMEs which
would explain the peak around hQiFe ! 10–11 (close to

Figure 1. (a) Histogram representing the normalized occurrence rate of certain Fe charge states in
normal solar wind and hot ICME [Lepri et al., 2001] solar wind for the year 1999. (b) Cumulative
distribution function for the histograms in Figure 1a. The solid line represents the probability that one
would find a certain charge state larger than hQiFe in the normal solar wind. The dashed line,
corresponding to ICMEs, represents the probability that one would find an Fe charge state less than hQiFe
in a hot ICME.
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Table 3. CR03 ICMEs in 1998–2002 With Weak SWICS Compositional Signaturesa

Disturbance Time, UT ICME Start, UT ICME End, UT VICME,
b km/s B, nT MC?c Dst, nT Vtr,

d km/s LASCO CMEe

1998
Feb. 17 0400 Feb. 17 1000 Feb. 17 2100 400 12 1 !102 602 Feb. 14 0655
March 06 0300 March 06 1500 March 07 1600 330 7 1 !25 . . .
Aug. 05 1300 Aug. 05 1300 Aug. 06 1200 360 13 1 !166 dg dg

1999
June 26 2016 June 27 1400 June 28 1400 680 8 0 !43 760 June 24 1331 H

2000
Jan. 22 0023 Jan. 22 1700 Jan. 23 0200 380 16 1 !91 530 Jan. 18 1754 H
March 09 2300 March 10 0100 March 10 0600 390 6 1 0 . . .
March 18 2200 March 19 0200 March 19 1200 380 9 0 !2 . . .
June 18 0900 June 18 0900 June 18 1700 380 6 1 !9 . . .
Oct. 20 1800 Oct. 20 2200 Oct. 21 0800 400 4 0 !2 . . .

2001
April 21 1601 April 21 2300 April 23 0800 350 11 2 !104 . . .
June 07 0852(A) June 07 1800 June 08 0700 390 9 1 !4 . . .
July 13 1700 July 13 1700 July 14 0100 400 8 1 !8 . . .
Aug. 15 0500 Aug. 15 0500 Aug. 16 1400 390 5 0 !16 . . .
Aug. 27 1952 Aug. 28 2000 Aug. 29 2000 470 4 0 !20 810 Aug. 25 1650 H
Sept. 30 1924 Oct. 01 0800 Oct. 02 0000 490 9 0 !150 710 Sept. 28 0854 H
Nov. 19 1815 Nov. 19 2200 Nov. 20 1100 480 6 1 !32 680 Nov. 17 0530 H
Dec. 29 0538 Dec. 30 0000 Dec. 30 1400 400 17 1 !39 570 Dec. 26 0530?

2002
No events
a"20% of available signatures with duration "3 hours not present.
bAverage in situ speed of ICME at 1 AU.
cHere 2 indicates magnetic cloud, 1 indicates some evidence of magnetic field rotation, but not a magnetic cloud, and 0 indicates no clear magnetic field

rotation.
dDisturbance transit time to 1 AU.
e‘‘H’’ indicates that the CME had a 360! angular extent (i.e., halo CME), ‘‘?’’ indicates that the CME association may be doubtful, and ‘‘dg’’ indicates

that there was a LASCO data gap around the expected time of the associated CME.

Figure 8. Variation of composition anomaly occurrence rates (percentage of data points that are
anomalous) for various compositional signatures as a function of time with respect to CR03 ICMEs, with
0% corresponding to ICME leading edge passage and 100% corresponding to the ICME trailing edge.
Results are shown for magnetic clouds and noncloud ICMEs.
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Extended Comet Tails

• Can PUNCH observe extended comet tails?
• Based on in situ data some tails have been found to between 1 and 6.5 au long (Jones et al. 2018; 2022).
• PUNCH data could be used to find when other missions cross distant comet tails.  
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Fig. 7 Kreutz group Comet C/2010 E6 STEREO observed almost simultaneously by coronagraphs on
STEREO-B, SOHO, and STEREO-A, on 2010 March 12. STEREO-B and -A were 71.5◦ and 66.1◦ behind
and ahead of Earth in its orbit, respectively. The images have been scaled such that the Sun’s disk (white
circle) is the same size

Fig. 8 Fields of view of
SECCHI coronagraphs and
heliospheric imagers. The
circular HI-2 field of view
extends to the left of this diagram

disk imager (EUVI, 1–1.7 R"; 0.005–0.008 AU), two white-light Lyot coronagraphs: COR1
(1.4–4 R"; 0.006–0.019 AU), and COR2 (2–15 R"; 0.009–0.070 AU) and two heliospheric
imagers (HI1, HI2) which observe approximately square regions offset from the Sun and
together cover near-ecliptic space from 12 to 318 R" (0.056–1.479 AU) (Howard et al.
2008). Angular fields of view are given in Table 3.

Additional information on both the SOHO and STEREO coronagraphs, such as band-
passes, exposure times, cadences, etc. are given in Table 3 and Fig. 9, and many fields of

Gloeckler et al. 2004

Jones et al. 2018



In situ Signatures of a Comet Tail Crossing 

• Single charged heavy ions in the solar wind are signature of comet tails.
• Sometimes low plasma densities occur in comet tail crossings.
• Sometimes field and flow rotations occur in a tail crossing. 
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Gloeckler et al. 2004

Comet 
McNaught-Hartley

Riley et al., 1998

First thought to be a “density 
hole” (Riley et al, 1998). 

Several years later it was 
discovered to be a comet tail 
crossing (Gloeckler et al. 2000). 

Comet Hyakutake



IMAP

• SWAPI – solar wind
• CODICE-Lo - solar wind composition
• CODICE-Hi – suprathermal 

composition
• MAG Magnetometer
• SWE – solar wind electrons,
• HIT - SEPs
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Fig. 1 Measured energy distributions of ENAs, STs, PUIs, and EPs disclose the physical processes that
control the acceleration of suprathermal particles at 1 AU and within the heliosheath. Shown here (top panel)
are oxygen fluences measured at 1 AU by several instruments onboard ACE during a 3-year period, with
representative particle spectra obtained for gradual and impulsive SEPs, corotating interaction regions (CIRs),
anomalous cosmic rays (ACRs), and GCRs (adapted from Mewaldt et al. 2001), and (top panel inset) ion
fluxes in the Voyager 1 direction using in situ observations from Voyager and remote ENA observations
from Cassini and IBEX (Fuselier et al. 2012). (Middle panel) On IMAP, SWAPI, CoDICE, and HIT provide
comprehensive composition, energy, and angular distributions for all major solar wind species (core and halo),
interstellar and inner source PUIs, suprathermal, energetic, and accelerated ions from SEPs, CME-driven and
CIR-associated interplanetary shocks, as well as ACRs. SWE, CoDICE and HIT also provide energy and
angular distributions of the solar wind ion and electron core, halo, strahl, as well as energetic and relativistic
electrons up to 1 MeV

Krimigis et al. 2009). The suprathermal ion population (Fig. 1) extends above 1.5 times
the solar wind (or plasma) energy, distinct from the thermal population at lower energies
containing the majority of particles. Suprathermal ions, due to their large speed, are prefer-
entially injected into rapid particle acceleration (e.g., Giacalone et al. 1993) and provide the
seed populations for EPs.

The IBEX and INCA discovery of large suprathermal populations linked to global inter-
stellar interactions pointed toward what is likely the key to understanding the origins of par-
ticle acceleration throughout the cosmos. Similar particle acceleration processes take place

McComas et al., 2018



Ideas

• PUNCH with STEREO COR-2 any coronagraphs 
• Cross-calibration
• Side-View improve tomography

• ESA- Vigil  Launch 2029; too far in future?
• EUV 
• SO and PSP in quadrature (imagers)
• Magnetic fields:  Faraday Rotation GONG data (Jackson solar physic 2023)
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Notes
• CME Challenge Version 2

• Fixed polarization brightness
• Several viewing angles between Halo and 90 deg
• Adding a 4pi viewer ( can download fits files, but they are large)

• Projections
• Wcs  solar soft idl
• Astropy

• all sky heliospheric imager fortran code
• Package to convert coordinates. 

• At least 14 days prior of data without CMEs; 1 image every hour

• Background test with WSA, rotation without CMEs. In development.  (Check with Elena at APL on model runs)

• Can the SOC add F- corona (polarized 7%?) into the simulated data?

• Moire patterns? Grid pattern of the model Gameria polar grid gets distorted in line of sight grid. 

• Anna M.:  Equal space equal delta tau steps or do equal delta distance along the line of sight steps?.
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