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Abstract

An active radio occultation data reprocessing effort has been underway for over 5 years at UCAR/COSMIC involving many important
international RO missions including COSMIC, METOP-A/B, and CHAMP. The software used is the latest version of the mature CDAAC
RO processing software which has been developed over the last 23 years and tested on 10 different radio occultation missions. In
this study, the processing details are presented, along with inter-comparisons of the various missions. A new gridded dataset is also
being generated with enhanced quality control which should be of interest to climate researchers. All data are available on the
UCAR/COSMIC web site along with advanced tools for sub-setting and study. Products are archived along with complete software,
configuration and processing system details in an effort to satisfy the demands of a climate-quality dataset.

The importance of reprocessing for developing climate data records

Long-term Climate Data Records (CDRs) constructed from stable and accurate measurements with adequate temporal and spatial
coverage are essential for monitoring global and regional climate variability and understanding its forcing mechanisms. Current
long-term measurements used to generate CDRs are mainly derived from satellite observations and in situ measurements. Global
Positioning System (GPS) Radio Occultation (RO) data are currently the only satellite data that maintain Sl traceability, providing
measurements that are traceable to the international standard of time, the S| second. This traceability makes GPS RO a strong
candidate for use as a climate benchmark.

Reprocessing at UCAR

Reprocessing steps Archiving at UCAR/CDAAC

e Create monthly tar files of all important data product types
(currently 59 file types stored for METOP)

— Raw data, clock files, orbit files, pole files, model data,
excess phase, dry profiles, wet profiles, etc

e UCAR/CDAAC periodically reprocesses all radio occultation data

for a specific satellite using uniform software 1. Create an SVN branch for the reprocessing (make
sure no active CDAAC development impacts this

e Repr ings include: . AR
eprocessings include reprocessing while it is going on)

B metoPa2011 2. Build a custom CDAAC release from this reprocessing e Transfer these to the NCAR High Performance Storage
— cosmic2013 branch (a new set of CDAAC RPMs) System (HPSS). This is our 160 Petabyte archive system that
— champ2014 3. Run the 37-step processing procedure for one sample” has been continuously active since the 1970s.
— metopa2016 month Repeat as . Archivg as mth data as possiple ab.out the software and
h7016 | c C staff he d necessary operating environment used, including:
~ metop 4. Release to COSMIC staiTto vetLe ataset — — Full CDAAC source code, configuration, and database
e In each case, the year indicates the year in which the reprocessing 5. Process whole mission Repeat as — Original install media for the Linux distribution used for
is undertaken 6. Release to COSMIC staff to vet | necessary The CPU time alone processing
: for processing - L -
. . . — Full KVM virtual machine image of the installed and
e Each of these is a major effort, usually requiring 6-9 months of 7. When approved, archive to NCAR mass storage METOP-A was over 3 | g
: system configured system
time and a Iarge compute cluster 3. Publish on CDAAC web site month on a-150 — Sample days of processed data in required directories
plrocessor Linux — Full SVN source tree of all CDAAC software
cluster e Atotal of 11.1 TB of data archived for metopa2016, 4.3 TB
for metopb2016
Metop-B — COSMIC2013 temperature profiles CHAMP2016 — COSMIC2013 temperature profiles
A f . T_champ2016e - T_cosmic2013 (K)
o 0 500 " N85 1500 0 so o385 NUmReL 200 o 100 Sapple Number o oo Sample Numb o 20 Sample Nurmb
S part of our reprocessing strategy, 201309 **] ¢erberaota V """ ] s [T 200710 oS R s e TS W
periodic comparisons between = VT = . e /| mmheee., /| el

| 0~ 90min

separate missions must be performed S
e These two plots show temperature

comparisons between METOP-B,

CHAMP, and COSMIC for one month
e Many other combinations of variable, S

| 0~ 90min
| 0~250km
| 60N ~ 30N

| 0~90min
| 0~ 250km
I | 90N ~ 60N
. o5k

| 0~ 90min
0 ~ 250km
| 90N ~ 90S

25+

30km) i .

n
&)

| 4 o25h

Height (km)
Height (km)

I [ A
20 20+ ' 20f

151 o 1sh

I N
101 ) 4 10k

|||||||||||||||||||||||

AAAAAAAAAAAAAAAAAA

4 2 0 2 4 4 -2 0 4 -2 0 4 -2 0
° ° M 0 0 100 200 0 20 40 60 80 100 O
mISSIOn and tlme ran e ar‘e done 85 [T T T 35 [T T T Lol R L R e h e N N T 35
) | September 2013 b | September 2013 " OctoberR007 ] | Octobgr 2007
1

L | B -
Mean Bias {J0~30km) = Do I Mean Bisg (10~30km) =|{ -0.06

+ Mean Bias\(10~30km) = +  Mean Bigs (10~30km) =(/0.03
r Abs(Mean) Bias [  Abs(Meag) Bias (10~30km) = 0.07 - Abs(Mean) = | 1 I Abs(Mean) Bias (10~30im) = 0.14

30~ Mean ~ !+ 30F Mean STR (10~30km) 5 1.94 30~ Mean STD (10~30km) =| b - Mean ST (10~30km) 5 1.84 30
| 0~ 90min | | 0~90min | 0~ 90min | | 0~ 90min
| 0~250km | 0~ 250km | 0~ 250km | 0~ 250km
L 30N ~ 30S L 30S ~60S . 30N ~ 30S L 30S ~60S

25 25~ 25+ 25

E | I £ |
8 el 2o 8 20! w0

15 15]- 15 T

10; 10; 10+ ,: ~ 10;
T ST AT N TS Y B S B L | M~ <t SRR < BRI~ ST S S R ST R T T < S S 4 NS S W RS SR S S L

-4 -4 2 0 2 4 -4 -4 0 2 4
T_metopb - T_cosmic (K)
| | | | |
Multi-mission climatologies
cdaac-www.cosmic.ucar.edu/cdaac/climateProcess.htm c <, umarf eumetsat > wiBa 9
. \COps @ COSMIC status (( CDAAC sanity ( COSMIC SNRplots @ Signal and Graph ... mmCG rd 2006_152-030 2016_0120 nC
e For several years as part of the ROTRENDS project,
. . . Data Access Log In = H
UCAR/CDAAC has been creating monthly mean climatologies CGorrc a3 Uy Temperature Coverage Sampling Erser sampling Erear=l DY,

35
280
5000

Home Page Current Status Data Center Research Tools Post Process Results Climate Processing

for our various reprocessings

METOPA2016 Climate Processing METOPB2016 Climate Processing COSMIC2013 Climate Processing CHAMP2014 Climate Processing

e Now, Ben Ho of CDAAC has unified several recent
reprocessings into a set of Marvelous Multi-Mission Monthly CDAAC Climate Processing

Climate Processing is similar to Post Processing, but it is done for a fixed date range and the code and parameters for the processing are kept rigorously
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One application: Testing of weather models at high altitude

For many years, it was assumed that RO bending angle
data above 40 km was too noisy to be of much use. The
high altitude statistics comparing with model data
showed large, seemingly random bias and large spread.

Now that we have several data sets from different
missions processed in the same way, and consistent

model data to compare them to, we can test this

assumption.

The figure on the right shows COSMIC, METOP-A and
METOP-B monthly average reprocessed bending angles

compared to ECMWEF high resolution analysis.

No climatology is used in bending angle retrievals.

Note the excellent correlation over time between RO

missions.

Note similar cold model biases

Note similar warm model biases
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How to obtain these reprocessed data

These reprocessed data and gridded climatologies are all available on the CDAAC web site at cdaac-www.cosmic.ucar.edu. They can be

analyzed and downloaded in several different ways

Available data

Low rate (1 second) Compressed RINEX
for orbit determination

High rate GPS occultation data
LEO clock corrections

GPS clock corrections
Absolute TEC

LEO orbits

Comparison profiles from weather
models and radio sondes

Occulation excess phase

Dry inverted profiles
pressure/temperature/moisture profiles
BUFR profiles

CDAAC data download interface
. ——

Web interface for
downloading data
by date, mission
and file type.

Can be used either
manually orin a
script via wget or
curl

CDAAC FTP interface
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Welcome to the CDAAC Data Download Interface!
By selecting a mission, file type and day from the form below, you can either get:

* A daily data tarball.
« A list of files, where you can further click on a file link to download the data.
« Find out the mission's data availability.

Index of ftp://cdaac-ftp.cosmic.ucar.edu/

{3 Up to higher level directory

* Please select a mission:

COSMIC 2013 COsMIC COSMICRT CHAMP 2014
MetOp-A MetOp-A 2016 MetOp-B MetOp-B 2016
GRACE SACC GPSMET GPSMETAS CNOFS

KOMPSATSRT TerraSAR-X

e Please select a day:

FTP interface for =

1 3 cnots
downloading all e
mission data for a P
given day o coemer

are some examples of how to use the CDAAC Data Download Interface with wget via command line:

e wget -q --http-user=xxxx --http-passwd=xxxx http://cdaac-www.cosmic.ucar.edu/cdaac/rest/tarservice

/data/mission/filetype/YYYY.DDD

http://cdaac-www.cosmic.ucar.edu/cdaac/tar/rest.html

ftp://cdaac-ftp.cosmic.ucar.edu/ 88 graco

CDAAC web tool

The CDAAC web site has a powerful research

Occultation map of atmPrf MTPA.2014.001.00.02.G22 2016.0120 nc

missions

¥ queries

tool that is open to the public:

http://cdaac-www.cosmic.ucar.edu/cdaac/research.html

* Queries and displays database and
file data from all processed CDAAC
? missions including reprocessed

* (Can be used to download .tar files
containing files selected by custom

* Over 430 Gigabytes of database in
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Occultation geometry display mission data
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Conclusion

* Reprocessing at UCAR is a long-term

CO

mmitment that was started in 2011

* 4 missions have so far been reprocessed:
COSMIC, METOP-A, METOP-B, and CHAMP.

 Complete archiving and documentation is
done.

e Extensive inter-comparisons are done,
including participation in the rotrends
project to compare with other centers.

* Multi-mission climatologies are available for
those who prefer to work with gridded data.

 Well-developed tools are available for
download and analysis on the cdaac-www
web site.
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