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The LAOF Data System (part 1 of 3) 

NSF LAOF Data Streamed in Real-time 

Sounding data ingested to GTS 

Web-based Control of Instruments 



•  Aircraft and surface systems 
•  G-V, C-130, Integrated Sounding 

System (ISS) and Integrated 
Surface Flux System (ISFS) 

•  Robust architecture for our time-
series data systems based on the 
PC-104 stack 

Cross-platform data systems: NIDAS 
NCAR In-situ Data Acquisition System 



Expanding the Internet to New and Unusual 
Places 

Aircraft 

Kiribati (aka Christmas Island) Balloons 



Real-time Displays for Surface 
Deployments 

Flux sensors being streamed and monitored 
Profiler displays 



Remote Monitoring and Operations 
Sonde drops initiated on the ground NSF Aircraft 

 (via smartphone) 

Field data processing systems (in Colorado) 

NSF S-PolKa Radar 
(in the Maldives) 

S-PolKa remote control 



model output satellites 

? 
future data 

Mission Guidance and 
Real-time Troubleshooting 

Integrated Displays 

operational networks 

The LAOF Data System (part 2 of 3) 

Internet Hub for Distributed Field 
Operations and Data Access 

NOAA 

NASA 

NSF 

USAF 



Other key data (domestic and foreign) 
Radar networks Mesonets 

Model Output Satellite Data 



Real-time Displays for Radar Deployments 

Particle identification: insects, ice, 
hail, rain, graupel, etc. 

Vertical scanning 

Aircraft tracks 



Real-time Displays for Aircraft Deployments 



Field Catalog: NSF’s Internet Hub for Field 
Projects 

Model and Forecast 
Products 

Mission Summaries 
 and Status Reports 

Research Products 

Operational Products 

…with links to Google Earth visualizations, 
data files, chat, forums, etc. 



The LAOF Data System (part 3 of 3) 

QA/QC Processing, Special Products 
and Detailed Tracking 

Secure, Easily Accessible Archive 



Post Project Data Management Flow 
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Web 
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Email 
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NSF LAOF Data 
Accessed in Real-time, 
and Ingested into 
Models 

Integrated Displays, 
Troubleshooting and 
Mission Coordination 

The New LAOF Data System 

QC/QA Processing, Special 
Products, Revision Tracking 
and Archiving 

Through comprehensive data services, our mission is to  
improve the quality and preservation of data files and 
datasets and maintain the integrity of the associated 

metadata, software and infrastructure. 

More eyes on Data 

CatB: “Given enough eyeballs, all bugs are shallow.” 

Stewardship of Data Services 



-  Coordinated Energy and water cycle Observations 
Project (CEOP) Global Reference Sites (2002-2009) 
- Various Climate Studies (e.g. GCIP, PACS, GAPP, 
CPPA) 
- Various Climate Process Study Field Projects (e.g. 
SALLJEX, EPIC) 
- Various Arctic Field Projects and archives (e.g. 
SHEBA, ITEX, ARCSS, BEST, BSIERP, ATLAS, SBI) 
- GOES Satellite Data Archives (1997-present) 
- NWS high vertical resolution (6-sec) soundings 
(1995-present) 
- NCEP National Precipitation data/products (1996-
present) 
- Various Legacy Field Project datasets (1968-present)  

Arctic and Climate Related Datasets 



Legacy Data Activities 
 
•   Data and Metadata Rescue 

•   Project Documentation        
-  Collect and digitize 
-  Some lack of documentation 

 
•   Digitizing Aircraft Videos 

•   Media and Format Migration  
      (e.g. GENPro to NetCDF) 

•   NCAR Iron Mountain Archives 

•   Sounding Legacy Project (CSU) 

•   T-28 Facility Archive 



Innovation spreads among LAOF 

•  VCHILL provided a basis for 
current internet-based radar 
control interface 

•  Capable of both real-time 
display and playback 

•  Planned to be added as a 
feature for S-Pol for FRONT 

 

Image shown is from a hail storm in northeastern 
Colorado on June 8, 2012 during DC3 operations 



Shared LAOF services and infrastructure 
•  KingAir data formats 

match other NSF 
Aircraft 

•  DOW use common 
radar processing tools 

•  Crews use common 
communications and 
data display tools for 
mission coordination 

•  Data are archived on 
the NCAR/CISL large 
storage devices 

 



A Few Lessons Learned 

•  Go and visit your communities at their workplaces 
•  Use “code sprints” to allow bursts of development between 

deployments 
•  Keep staff present in the field (e.g. for Agile development) 
•  “If you build it, they will come.” 
•  Seek out and encourage student participation 
•  Build collaborations, aligning new projects with mission 

(our services are leveraged with substantial outside funding) 
 



Future: A Shared Community Developed 
Software Model  

•  Central repository 
managed by EOL 

•  Based on data 
format standards 

•  Relies on 
community 
contributions 

•  Starting with radar 
tools and 
infrastructure 

U of 
Washington 

Purdue Lyndon 
State 

U of 
Illinois 

NC 
State CSU 

Core Software 
Developed by EOL 

Community Developed 
Software 



Other Future Directions   

•  Expanded development in remote operations 
•  More automated monitoring 
•  Digital Object Identifiers and data citations 
•  netCDF/Climate Forecasting (CF) conventions 
•  Refactoring of legacy tools 
•  New Collaborations (e.g. Federation of Earth 

Science Information Partners and EarthCube) 



Thank you! 
Mike Daniels, EOL/CDS 

daniels@ucar.edu 
NCAREOL 


