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Overview

Objectives:
1. Solar wind statistics constrain for the image inversions, 

models, & assimilations particularly for background wind.
2. Solar wind statistics useful for forecasting additional solar wind 

and IMF parameters, and geophysical indices.

22

Pizzo, 1978

Dynamic Interactions

Source Properties

• Large polar coronal holes emit wind with speeds from 650 to 860 
km/s.

• Moderately fast wind (450-650 km/s) from small low latitude coronal 
holes and/or from the edges of larger coronal holes.

• The slow wind (< 450 km/s) is more variable, cooler, more dense, 
and may have multiple sources (streamers and or edges of coronal 
holes).

• Dynamic interactions alter the solar wind properties en route. 



Dynamic Interactions and Source Properties
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Superposed epoch analysis of 27 CIRs illustrates contributions of source properties and 
dynamic interactions, which produce correlations amongst solar wind and IMF parameters.

Borovsky and Denton, 2010



Using the Speed-Time Slope To Reveal Radial Variation of Dynamic Interactions
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turbulent regions behind the shocks. In Figure 1b we show a
subset of ‘‘possible’’ ICMEs called ‘‘likely’’ ICMEs, which
satisfy all three criteria. These ‘‘likely’’ ICME data form a
low-temperature branch off the main line of points, in part
because beta is the ratio of thermal to magnetic pressure.
Therefore low-proton beta can be caused by low temper-
atures. Our criteria are successful at removing most ICMEs
from the ‘‘non-ICME’’ subset, although a small number may
remain. As earlier studies have indicated Tp and V are well
correlated for non-ICME data, and many ICMEs have low
Tp and do not show a clear correlation between Tp and V.

2.3. Separating Compressions and Rarefactions

[10] After culling the data, we sort the data into com-
pressions and rarefactions using the slope of a 2-day
running average of solar wind speed versus time. Positive
slopes are labeled as compressions, and negative slopes are
labeled as rarefactions. However, if the magnitude of the
slope is <±2.2 ! 10"4 km s"2, it is labeled as ‘‘other.’’ This
slope criterion is large enough to remove times that are flat
and small enough so that clear compressions and rarefac-
tions are not categorized as ‘‘other.’’ Figure 2 shows a solar

wind speed time series separated into rarefactions (blue),
compressions (orange), and ‘‘other’’ (black) regions. We
apply this algorithm to the entire data set. Figure 3 shows
the color-coded compressions and rarefactions with the
ICMEs removed, and temperature is plotted on a logarith-
mic scale to clearly show the separation between compres-
sions and rarefactions. As expected, the compression data is
shifted to higher temperatures than the rarefaction data.

2.4. Fitting Compressions and Rarefactions Separately

[11] After sorting and culling the data, we analyze com-
pression and rarefaction scatterplots of Tp versus V sepa-
rately. The compressions and rarefactions are shown
separately in Figure 4; it is clear that the solar wind at
1 AU (with ICMEs removed) rarely has speeds <300 km s"1

or >760 km s"1. In addition to examining these scatterplots,
we also placed the data with speeds between 300 km s"1 and
760 km s"1 data into 25 km s"1 speed bins and calculate
average temperature for each bin (shown in black). We fit
both the binned data and the individual hourly data points;
we obtained similar formulas for both approaches. In
Figure 4 we show the formulas for the fits to the binned data.

Figure 1. Solar wind proton temperature versus speed. (a) Data satisfying any of our criteria for being
an ICME and data occurring within 24 hours of a satisfied criterion. (b) Data satisfying all three criteria.
(c) Data remaining after culling ICMEs.

Figure 2. Solar wind speed time series separated into compressions (orange), rarefactions (bright blue),
and ‘‘other’’ (black).
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Falling (Rarefaction)   Rising (Compression)   Flat

We can use the steepness (dV/dt) of the rise and fall of the solar wind speed profile 
to identify compressions (rising) and rarefactions (falling).



Density Radial Profile Nearly Spherical Expansion
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(T ∝ r!x) profile to obtain the following expression for the
heating rate (!),

! ¼ 8:28# 10!5! " 4
3
! x

# $
TV
r

ð1Þ

where T has units of K, r is in AU, and V in km s!1. We
assume spherical expansion because we cannot obtain a
sufficient independent estimate of the local expansion. One
way to estimate expansion is to fit a power law to the density
radial profile (n∝ r!c), and then replace 4/3 in equation (1)
with 2c/3 where spherical expansion has c = 2. These fits
can, however, differ substantially from the likely and nearly
spherical expansion expected in the solar wind. This indi-
cates that there are problems obtaining the expansion from
the density radial profile. An additional problem occurs
when rarefaction and compression intervals are treated sep-
arately. Then the compressions consist of a wide range of
compression strengths expanding less than the spherical
expansion rate and vice versa for the rarefactions. The
resulting fits only confirm that rarefactions are less dense on
average while compressions are denser. No given parcel may
expand in the way indicated by the exponent determined

from the fit so we cannot use this method. We assume
spherical expansion, and this is accurate when all data are
combined and compression and rarefaction effects cancel
each other out. As anticipated, the analysis indicates that an
external source contributes to heating which could come
from the dissipation of a turbulent energy cascade. For rar-
efactions the spherical expansion assumption causes ! to be
underestimated, while for compressions ! is overestimated.
In rarefactions and compressions the analysis cannot distin-
guish sufficiently between compressional heating associated
with nonspherical expansion and external sources of heating.
[24] In Table 1 we list exponents obtained from power law

fits to the temperature, density and heating profiles. We fit
the individual hourly samples with the data sorted as
described above. To calculate the heating rate for Figure 19a
and in the black curve in Figure 19b, we use the temperature
exponent derived from fits where the ICMEs and polar
coronal holes were removed without additional compression
and rarefaction sorting (first row and column of Table 1).
Figure 19a shows the distribution of inferred heating rates
about the mean heating rate in Figure 19b and is not quan-
tifiably the time-local heating rate of any particular interval.
The intended result of the analysis is the mean heating rate

Figure 17. (a) The distribution of temperature versus distance with the ICMEs removed and the polar
coronal holes removed from the Ulysses observations. The ACE statistics are shown in black. (b) All of
the temperature data from Figure 17a averaged over distance bins (black), and with additional compres-
sion (orange) and rarefaction (blue) sorting. The dashed lines are the averages & the standard deviations.

Figure 18. (a and b) Density in the same format as Figure 17.
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with heliocentric distance since this satisfies the assumptions
underlying equation (1) better. For the compression and
rarefaction curves in Figure 19b, the exponents used in
equation (1) are given in the second and third columns of the
first row of Table 1 determined after additional compression
and rarefaction sorting. As expected, there is a higher heat-
ing rate in the compressions than the rarefactions, and the
heating rate is significantly larger beyond 2.5 AU.
[25] If the heating is associated with dissipation through a

steady turbulent energy cascade, the radial profile of the
cascade and heating rates are expected to be similar. By
examining separately the rarefactions and compressions,
dynamic changes are seen to give a net heating. This can be
due, in part, to compressive heating that is not completely
assessed here since there are nonspherical expansion effects.
In addition, the turbulent energy cascade can contribute. In
compressions the turbulent energy cascade rate can be ele-
vated by the larger amplitude of fluctuations found there and
by the stronger velocity shear.
[26] Although a complete radial profile distinguishing

external and compressive heating is lacking, the present
analysis does reveal that the dynamic interaction between
the fast and slow wind generates systematic changes in the
T–V distribution with distance from the Sun. We identify
compressions and rarefactions using a speed-time slope cri-
terion, which classifies a range of compression strengths into
one category. A more detail look at various levels of com-
pression or shear strength may provide additional insight
since some of the variability in the density, temperature, and
heating is linked to the strength of compression, but then the
number of data points will be less. Some of our bins have

high standard deviations in a given speed or radial bin linked
to a few structures so additional sorting may not be possible.
[27] Even the polar coronal holes have some compressions

and rarefactions. In Figure 20 we show a time series of
Ulysses solar wind speed measurements with the compres-
sions (orange) and rarefactions (blue) color-coded using the
same slope criteria described earlier. From low to midlati-
tudes there are strong rarefactions, and at higher latitudes
(>40!) there are small compressions and rarefactions in the
large polar coronal hole. In Figure 21 we show the temper-
ature, density, and heating rate radial profiles for all of the
polar coronal hole measurements with the ICMEs removed
(black), and with additional compression (orange) and rare-
faction (blue) sorting. For the heating rate we used the
exponents for the temperature derived from fits to the polar
coronal hole measurements (row 4 of Table 1). When we fit
the polar coronal hole Ulysses temperatures, we found an
exponent of " 1.01 similar to " 1.02 found by McComas
et al. [2000] for the solar minimum Ulysses polar coronal
holes (5.4 AU), but steeper than the " 0.74 exponent found
by Hellinger et al. [2011] who examined the fast wind
temperatures for Helios. Helios was at low latitudes; there-
fore, we did not include Helios measurements in our polar
coronal hole fits.
[28] Previous studies of these microstreams by McComas

et al. [1995] and Neugebauer et al. [1995] found that
when the speed rises there is a coincident increase in
temperature and density consistent with compression. We
examine the polar coronal hole measurements in the same
manner as our low latitude analysis, and find that even these
microstreams evolve with distance. The polar coronal hole
compression and rarefaction radial profiles for the density,
temperature, and heating all show greater separation with
increasing distance. Any study using Ulysses polar coronal
hole solar wind measurements to study the fast wind should
take into consideration that wind from the polar coronal
holes evolves with distance owing to the dynamic interac-
tion, and this interaction introduces variability in the solar
wind parameters. We examined all of the polar coronal hole
measurements for the entire Ulysses mission collectively in
order to examine the radial variations. However, we should
point out that the heating rate for polar coronal holes has
been shown to slowly vary over the mission, and the

Table 1. List of Exponents From Power Law Fits to Ulysses and
Helios Solar Wind Parameters Versus Radial Distance

Parameter All Compression Rarefaction
Low Latitude or Polar

Coronal Holes

T 0.72 0.50 0.81 Low Latitude
n 2.25 2.00 2.51 Low Latitude
! 1.64 1.40 1.70 Low Latitude
T 1.01 0.80 1.08 Polar Coronal Hole
n 1.78 1.48 1.98 Polar Coronal Hole
! 2.03 1.81 2.09 Polar Coronal Hole

Figure 19. (a and b) Heating rate in the same format as Figure 17.
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• The density 
generally decreases 
at the spherical 
expansion (r-2).

• Dynamic 
interactions cause 
some of the slight 
deviations from 
spherical expansion 
(r-2). 

• Even over the poles and in the outer 
heliosphere (Elliott et al., 2016;2019) the 
density decreases at nearly the spherical 
expansion rate.



T-V Relationship
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01/01/1963 00:00  06/03/2019 07:00 ICMEs Removed 

• Linear relationship between T and V.
• Sorting by the 2-day average of <dV/dt>2day

improves the ability to reproduce T and V.

• Rising profiles (orange) <dV/dt>2day > 7000km/s/year 
• Falling profiles (light blue) <dV/dt>2day < - 7000km/s/year 
• Flat profiles (dark blue) |<dV/dt>2day| ≦ 7000km/s/year 
• All the data (black)



n-V Relationship
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ICMEs Removed 01/01/1963 00:00  06/03/2019 07:00 

• Power Law relationship between n and V.
• Sorting by the 2-day average of <dV/dt>2day

improves the ability to reproduce T and V.

• Rising profiles (orange) <dV/dt>2day > 7000km/s/year 
• Falling profiles (light blue) <dV/dt>2day < - 7000km/s/year 
• Flat profiles (dark blue) |<dV/dt>2day| ≦ 7000km/s/year 
• All the data (black)



Many Quantities Have Long Term Trends;
Baselines for Some Constraints Need to Be Updated to Account for These
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angular separation from Earth (in heliographic longitude
and latitude) at which the magnetic field measurements
were made. Different spacecraft are identified by the colors
shown to the right of the plots. While there is good coverage
in heliocentric distance and heliographic longitude, coverage
in heliographic latitude is generally limited to within !14!,
with only Ulysses providing observations at more than 20!
latitudinal separation from Earth.

3. Results

[11] In order to compare the total heliospheric flux
observed by the spacecraft listed in Table 1 over a range
of heliocentric latitudes and longitudes and within 2.5 AU,
we plot Carrington rotation averages of total heliospheric
flux estimates in Figure 3. Carrington rotation averages are
used, as Lockwood et al. [2004] found no significant
improvement in the correlation between ACE and Ulysses
observations of R2jBRj for longer averaging intervals. The
color code is the same as in Figure 2. Error bars are standard

errors on the mean. Connected lines (dots) show Carrington
rotations with greater than one-third (one-fifth) data
coverage. For the 1965–2008 period, near-Earth (far-Earth)
spacecraft provide at least one-fifth data coverage for 93%
(44%) of the Carrington rotations considered.
[12] It can immediately be seen that there is good

qualitative agreement between flux estimates made by
well-separated spacecraft. The solar cycle variation in helio-
spheric flux inferred from single-point observations at L1
[e.g., Richardson et al., 2002] is prevalent at all longitudes,
latitudes, and heliocentric distances sampled, suggesting
that it is indeed indicative in a change in the total helio-
spheric flux content. Even at solar maximum, the temporal
changes in the Sun’s magnetic field do not result in different
flux estimates from longitudinally separated spacecraft. The
latitude invariance in R2 jBRj found during limited periods
by comparing Ulysses and near-Earth observations [Smith
and Balogh, 2003; Lockwood et al., 2004] appears to hold
for the extended time period, but smaller heliographic

Figure 3. Time series of Carrington rotation averages of total heliospheric flux estimates based on
magnetic field measurements at near-Earth (black) and far-Earth positions (colors are in the same format
as in Figure 2). Connected lines (dots) show Carrington rotations with greater than one-third (one-fifth)
data coverage.
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personal communication, 2008): as R increases, the mag-
netic field becomes increasingly azimuthal, increasing the
uncertainty in the estimated flux. Smith and Balogh [2003]
also reported little difference in R2jBRj between the solar
minimum (1994–1996) and maximum (2000–2002) peri-
helion passes, contrary to the in-ecliptic observed solar
cycle variation in flux [e.g., Richardson et al., 2002], but
ascribed this apparent time invariance to the solar maximum
observation occurring during a temporary, global decrease.
This temporary solar maximum drop in heliospheric flux
was also seen in near-Earth data (the so-called ‘‘Gnevyshev
gap’’ [Gnevyshev, 1977]). In general, we note that identifi-
cation of true solar cycle variations in the Ulysses data are
complicated by the Ulysses orbit, which results in a radial
distance variation almost in phase with the solar cycle.
[5] Estimates of total heliospheric flux are possible using

models constrained by the observed photospheric magnetic
field. Potential field [e.g., Schatten et al., 1969; Altschuler
and Newkirk, 1969] and magnetohydrodynamic solutions
[e.g., Linker et al., 1999; Mikić et al., 1999] of total
heliospheric flux generally show reasonable agreement with
single-spacecraft measurements [Wang and Sheeley, 2003;
Owens et al., 2008; Lepri et al., 2008]. However, uncer-
tainties in the systematic offsets in the magnetograms
[Svalgaard et al., 1978; Ulrich, 1992; Wang and Sheeley,
1995], as well as the underlying model assumptions and
tuning, mean that such modeling may not provide an
adequate or independent test of the single-point assumption
[Lockwood et al., 2004]. Estimates of heliospheric magnetic
flux based upon geomagnetic indices [e.g., Lockwood et al.,
1999; Svalgaard and Cliver, 2007] are generally derived
from single-point magnetic field measurements and thus do
not provide an independent test.
[6] In this study, we directly test the assumption that

single-point measurements are sufficient to estimate total
heliospheric flux by comparing the estimates by well-
separated spacecraft in the heliosphere. The inclination of
the ecliptic plane to the heliographic equator allows sam-

pling of latitudinal separations up to !14.5! with a variety
of spacecraft over long time periods. Longitudinal and
radial variations in BR are assumed to be averaged out by
considering time periods longer than a solar rotation. This
assumption is valid if total heliospheric flux is not varying
on timescales less than a solar rotation, which is tested by
using spacecraft at large longitudinal and radial separations.

2. Methodology
2.1. Flux Calculation

[7] We consider the total heliospheric flux content to be
the unsigned flux content threading a heliocentric sphere
[e.g., Smith and Balogh, 2003]. Note that some studies [e.g.,
Lockwood et al., 1999] instead compute the amount of flux
of a single polarity, a factor 2 lower than the total unsigned
flux. If R2jBRj is invariant throughout the heliosphere, the
calculation of total heliospheric flux, FTOTAL, from single-
spacecraft observations is straight forward:

FTOTAL ¼ 4pR2hjBRji: ð1Þ

Care must be taken, however, in the calculation of the time
average of the radial field (hBRi), as the bipolar nature of BR

means that jhBRij 6¼ hjBRji. Smith and Balogh [2003]
showed that this effect is probably insignificant if longer-
term averages are based on jBRj over shorter intervals (an
hour was deemed sufficient. For the Ulysses data set, we too
find little difference in Carrington rotation flux estimates
based on 5-min and 1-h data). Thus, to compare total flux
computed from different data sets, which frequently have
different intrinsic time resolutions, we first compute hBRi1h
for all data sets. All subsequent calculations of hjBRji are
based on these 1-h averaged time series. We do, however,
note that for the OMNI data set the field magnitude
computed using the field vectors is approximately 10%
lower than the measured scalar magnetic field, suggesting
that high-frequency fluctuations do have an effect on the

Table 1. Spacecraft Separated From Earth by More Than 10! in Heliolatitude or Heliolongitude Used in This Studya

Spacecraft Magnetometer

Data Used for Total Flux Estimates

Yearsb Rc
Longitude
Separationd

Latitude
Separationd

Pioneer 6 Ness et al. [1966] 1965–1966 0.8–1 AU 77! 4!
Pioneer 7 Ness et al. [1966] 1966–1967 1–1.1 AU 113! 5!
Pioneer 10 Smith et al. [1975] - - - -
Pioneer 11 Smith et al. [1975] 1973 1.1–2.2 AU 118! 5!
Helios 1 Scearce et al. [1975] 1974–1981 0.3–1 AU 180! 14!
Helios 2 Scearce et al. [1975] 1976–1980 0.3–1 AU 180! 14!
Voyager 1 Behannon et al. [1977] 1977 1.3–1.8 AU 18! 3!
Voyager 2 Behannon et al. [1977] 1977–1978 1.3–2.2 AU 54! 6!
Pioneer Venus Orbiter Russell et al. [1980] 1978–1988 0.72 AU 180! 11!
ICE (ISEE 3) Frandsen et al. [1978] 1984–1990 0.93–1 AU 71! 8!
Ulysses Balogh et al. [1992] 1990–2008 1.3–2.2 AU 180! 87!
NEAR Acuña et al. [1997] 1997–2000 1–1.8 AU 175! 16!
STEREO A Acuña et al. [1997] 2007–2008 0.96 AU 27! 3!
STEREO B Acuña et al. [2007] 2007–2008 1.1 AU 24! 3!

aBecause of the strong radial variation in estimated heliospheric flux (see Figure 1), flux estimates are further limited to measurements at R < 2.5 AU, as
shown by the right-hand side of the table.

bThe time period over which data are used.
cThe heliocentric distance covered by the spacecraft during this period.
dThe maximum heliographic longitude and latitude separation from Earth and, hence, the OMNI spacecraft.
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Open Magnetic Flux 

Magnetic Field Strength

Number Flux

Density

Latitude

• A constant number flux is a commonly used constraint.
• Other common constraints are an r-2 profile is for n and Br. 

McComas et al., 2013

ACE
OMNI
Ulysses

• Long-term baseline time variations need 
to be accounted for by adjusting the 
baseline for some radial trends.



• Normalize interplanetary magnetic field strength (|B|) by the average value over the prior solar rotation to remove 
most of the very long term trends (solar cycle and greater) present in |B|.

• |B|/<|B|>prior rot is plotted vs <dV/dt>2day since we know that |B| typically peaks when in the middle of the rise in speed.

|B|/<|B|>PR vs. <dV/dt>
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Radial Profile of the Radial Component (Br) of the IMF

• The radial component of the IMF drops off sharply 
with distance in the inner heliosphere as the solar 
wind expands and carries with IMF with it. 

• ADAPT-WSA estimates Br at the source surface.
•
• Scale by a factor of 2 to account for systematic offset 

in Br (Linker et al., 2013).
• This is nearly the same assuming the distance is 

about 2 Rs shorter than anticipated.    

128 BEHANNON: IMF RADIAL GRADIENTS 

TABLE 2. Radial Component Distance Dependence Br = Arr cr 

Radial 
Distance 

Spacecraft Range, AU A• C• 

Pioneer 6 0.81-1.0 - 2.0 4- 0.2 
Mariner 5 0.66-1.0 3.50 • 0.31 - 1.78 4- 0.02 

Mariner 10 0.46-1.0 3.12 4- 0.62 - 1.96 4- 0.31 
Mariner 4 1.0-1.5 2.39 4- 0.17 - 1.46 4- 0.02 

2.16 4- 0.12 - 1.23 4- 0.02 
Pioneer 10 1.0-5.0 2.11 4-0.55 -2.104-0.30 

Remarks 

Smoothed data used for both 
Mariner 5 and Mariner 4 
analysis 

Dependence for all data 
Dependence for quiet data only 
Note that the best agreement is 

given by Mariner 10 and Pioneer 
10, which have large radial 
ranges 

than that, however, for strong field conditions (field magnitude 
of > 10 -y in the plane of rotation between coordinate systems 
and for deep space probes at absolute heliocentric latitudes of 
>7•ø). No attempt has been made to correct for coordinate 
system differences, although in principle this should be pos- 
sible. In addition to coordinate system-related differences, the 
differences between the various results given in Table 2 for the 
best fit power law coefficients Ar may also include contribu- 
tions from systematic measurement errors. 

Figure 2 is a composite plot [Behannon, 1976b] of the Mari- 
ner 4, Mariner 5, and Pioneer 6 solar rotation averages as 
presented by Neugebauer [ 1975] plus Pioneer 10 solar rotation 
averages [Rosenberg et al., 1975] and solar rotation averages of 
the Mariner 10 data. The dashed line drawn through the data 
points indicates the heliocentric distance dependence Br = 
3.0r-"'. Also shown (solid line) is the best fit of the nonlinear 
model (f) = Ar c to the data. This gave the result 
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Fig. 2. Solar rotation averages of the magnitude of the IMF radial 
component B• measured by Mariner 4, 5, and 10 and Pioneer 6 and 10. 
Curves showing an r -•' radial distance dependence (dashed curve) and 
the 'best' least squares fit to the combined data (solid curve) are 
included. 

Br = (2.89 + O. 16)r -""'8-+ø'" (3) 

Fitting a linear model to logarithms of the data gave the even 
steeper dependence r -"""'7 as a result of low values of Br hav- 
ing a stronger influence in the log linear case than in the 
nonlinear case. 

Azimuthal Component Radial Gradient 
In the review by Neugebauer [1975] the variation of the 

azimuthal component B• with heliocentric distance for a com- 
posite data set was also shown. Direct comparison was made 
difficult by the fact that the Mariner 4 and 5 data were aver- 
ages of the magnitude of the heliographic azimuthal com- 
ponent B•, the Pioneer 6 data were averages of (By ø' + Bzø') •/ø', 
and the Pioneer l0 data were the most probable values of lB•l 
reported by Smith I1974]. The various sets of data were consis- 
tent, however, in suggesting the exponent of the azimuthal 
component radial dependence to be > 1. 

Table 3 lists the individual results which have been obtained 
for the azimuthal component dependence. The Pioneer 10 
result is derived from a least squares fit to polarity-weighted 
solar rotation averages [Rosenberg et al., 1975] rather than to 
most probable values. It can be seen that the gradient obtained 
from this more recent Pioneer 10 analysis is in agreement with 
the Mariner l0 result as well as with that found for Mariner 4 
when all of the data were used in the fit [Coleman et al., 1969]. 

The most inconsistent results in this case were those from 
the Mariner 5 and Pioneer 6 measurements. In addition to the 
Pioneer 6 results shown in Table 3, Villante and Mariani 
[1975] obtained tan a•/tan av ocr -•, where tan a• = B•/Br 
(a• is the observed spiral angle) and tan a• = fir sin O/V•. 
Since Br ocr -ø., the above radial dependence implies that B, •c 
r -ø' also if V• is taken to be independent of r, a valid assump- 
tion from observational evidence to date. An inverse square 
dependence is still significantly steeper, however, than the 
gradients found by Pioneer 10, Mariner 10, and Mariner 4. 
The discrepancy may be due to the small range of radial 
distance covered by the Pioneer 6 spacecraft, as well as to the 
small number of solar rotation averages used in the least 
squares analysis. 

Figure 3 shows solar rotation average B, data from all five 
spacecraft from which we now have gradient measurements 
[Behannon, 1976b]. This includes Mariner 10 data and the 
Pioneer 10 data of Rosenberg et al. [1975]. The dashed line 
shows the Parker model r -• dependence on radial distance, 
and the other broken line illustrates the r -•-8 dependence with 
which three of the sets of data are individually consistent. A 
less steep distance dependence 

Br ∝ 𝑟!".$$

Bahannon et al., 1978 10



IMF BT & BN, and Conversion to GSM

• Parker Spiral   

• ϕP = atan−1 #vϕ−Ωrcosδ vr
• ϕB=ϕP for outward polarity and 
ϕB=180∘+ϕP for inward polarity

• BT using 𝑡𝑎𝑛 𝜙! = !!
!"

11

• Added a % of |B| to BR and BT to obtain compression 
effect.  

BR =BR*(0.12)*|B|        BT =BT*(0.11)*|B|
• BN magnitude is then determined by solving

B = B! " + B# " + B$ "

• Transform from RTN to GSM.
• For a given polarity (Br sign) look up the sign for Bz

using the time of day and DOY. 

Russell-McPherron Effect

Forsyth et al., 1996
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private communication, 1994) and was found to make no 
major change to the results presented below apart from in- 
creasing the error estimates due to the reduced number of ob- 
servations used in the analysis. 

Results 

We first describe the results for the azimuthal angle distri- 
butions shown in Figure 5. In all cases the most probable val- 
ues of 9J•-9J•, lie within a single 10 ø bin width of 0 ø or 180 ø 
indicating a good overall agreement with the Parker model 
over the full period studied. To facilitate a more detailed 
comparison some statistics of the distributions are presented 
in Table 1. The most probable values and mean values (with 
standard errors) of each distribution are given relative to the 
expected values of 0 ø or 180 ø and also the percentages of the 
values lying to either side of 0 ø or 180 ø. The estimate of the 
most probable value and its error were obtained by a proce- 
dure which reduces the bin widths of the distributions to the 
point where the most probable value just remains unambigu- 
OUS. 

It is clear from Figure 5 and Table 1 that the distributions 
are not symmetrical about 0 ø and 180 ø. For Figures 5a and 5b, 
northern hemisphere fields have distributions with negative 
mean values and correspondingly have a greater percentage of 
observations less than the expected azimuthal angle of 0 ø. 
This corresponds to a higher percentage of observations with 
larger azimuthal components relative to the radial component 
("more tightly wound") than the expected spiral field. On the 
other hand, southern hemisphere fields have positive mean 
values and a higher percentage of observations with a smaller 
azimuthal component ("less tightly wound") than the expected 
spiral field. 

In Figures 5a and 5b (cases (a) and (b)) the wings of the 
distributions of northern and southern hemisphere azimuthal 
angles overlap. However, Figure 5c (case(c)) allows us to 
study the full spread of the southern hemisphere distribution. 
We can see that there are a significant number of observations 
with azimuthal angles greater than 270 ø that wrap round to 
the left-hand side of the plot and would otherwise have been 
included with northern hemisphere fields. Because of this, 
when the mean of the distribution is taken, we obtain a value 
of 13.55 ø , which is significantly different from the most prob- 
able value. Fifty-eight percent of the observations have azi- 
muthal angles greater than the expected spiral angle with 
which the observed most probable value agrees within our er- 
ror estimate. This means that there is a greater probability of 
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Figure 5. Histograms of the deviation in azimuth angle, •- 
•p, from the expected Parker model magnetic field direction 
binned into 10 ø intervals for (a) the in-ecliptic cruise phase of 
the Ulysses mission, (b) the out-of-ecliptic phase for helio- 
graphic latitudes between 6øS and 30øS, and (c) latitudes be- 
tween 30øS and 60øS. 

Table 1. Statistics of Azimuthal Angle Deviations From the Expected Parker Model Direction 

Latitude Range Most Probable Value, deg Mean q- Standard Error, deg < 0 ø, % 

Outward (northern hemisphere)fields 
(a) In-ecliptic 
(b) Latitude < 30 ø 

Inward (southern hemisphere)fields 
(a) In-ecliptic 
(b) Latitude < 30 ø 
(c) Latitude > 30 ø (full width) 
(d) Latitude > 30 ø (90 ø < •-•v < 270 ø) 

-3 q- 2 -5.58 q- 0.52 57 
+ 1 q- 2 -2.78 q- 0.61 55 

-5 q- 2 +4.87 q- 0.46 
+1 q- 2 +4.61 q- 0.47 
+1 q- 2 +13.55 q- 0.57 
+1 q- 2 +6.97 q- 0.42 

>0ø,% 

43 
45 

<180 ø ,% >180 ø ,% 

47 53 
44 56 
42 58 
45 55 



Forecasting Kp Index

OMNI
1963 to 2016

OMNI
1963 to 2016

Background Wind 
(Excluding ICMEs) ICMEs

Above Line
Kp >3

Below Line 
Kp <3

Above Line
Kp >3

Below Line 
Kp <3

Kp Index
Lookup table of Kp
binned by both np & Vp

• To determine if Kp is high or low, you only need to determine if V and n (or another measure 
compression e.g. dV/dt) are high or low.

• CME tracking the imaging that includes polarization information such that both n and V can 
be determined. 12



Wang-Sheeley-Arge Speed Formula

• fp -expansion factor
• d - angle to the open-closed field line boundary (~ angle to coronal 

hole boundary)
• Other qua.ntities are constants/fit parameters

13
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Dependent Variables: 
(Reiss et al., 2019) 



Detailed Analysis of Residual Errors Before and After Correcting

• In each row the 
residual speed errors 
are analyzed three 
ways: 1) vs. fp and d,  
2) vs. d and V, & 3) 
vs. fp and V.

• The top row are the 
residual errors for the 
ADAPT-WSA model. 

• Bottom row shows 
residual errors after 
correcting the 
ADAPT-WSA model 
using the residual 
error array vs. fp & d 
in (a).
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Overview of Residual Errors With and Without Corrections

• Left: Overall comparison between ADAPT-WSA (top) and corrected ADAPT WSA speeds (bottom) vs. the measured speed, and 
residual error histograms.

• Right: Comparison of solar wind time series (black) with the model and corrected model results over-plotted (rainbow). 15



Example of Forecast Using ADAPT-WSA Corrected & Statistical Relationships
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Using Tomography and Current Sheet Source Surface

Although solar rotation provides no normal field perpendicular to the solar equatorial plane, GSM
coordinates are defined in a plane perpendicular to the solar radial direction and the Bz field is parallel to
the projection of the solar geomagnetic axis in that plane. In both the spring and fall of a year the tangential
field in RTN coordinates has a maximum vector component directed along the Bz field component; this field
component can couple with the Earth's field component, and as shown by Russell and McPherron (1973),
correlates with enhanced geomagnetic activity in the spring and fall. To show this in a graphical way,
Figure 4 depicts the Earth's position at the autumnal equinox as an observer would view Earth and the
eclipsed Sun from slightly beyond 1 AU. The ecliptic is shown as the straight horizontal line; the
heliographic equator as an elongated ellipse at the time of the equinox. The Earth is shown with an arrow
depicting the direction of the north geographic pole that has a 23° tilt relative to the ecliptic plane. This tilt
is slightly greater than 23° relative to the heliospheric tangential component of field at this time. The average
daily geomagnetic field with a daily wobble is aligned approximately with the geographic polar axis. The
GSM coordinate system is defined by a plane that is perpendicular to the radial from the Sun and is in the
plane of the paper in this figure. UCSD extrapolates the radial and tangential magnetic fields in RTN
coordinates. In RTN coordinates Br is antiparallel to Bx in GSM coordinates, but the difference between
the Earth's polar field direction and the heliographic equator provides a small field component that is either
in, or opposite to, the direction of the Earth's polar field. The inset to the lower right gives the ±direction (Bt)
of the RTN tangential field component at Earth at this time; the average daily geomagnetic field component
(G) is also shown. Plotted as a daily average, or more frequently, this G field is the component that can
couple to the Earth's polar field.

Figure 3. In the heliosphere beyond the Current Sheet Source Surface model source surface, the rotating Sun provides a
spiral field that approximately follows the equations given above in RTN coordinates as structures flow approximately
radially outward from the source surface near the Sun. The spiral field that gives rise to both a radial and tangential field
component in RTN coordinates provides no field normal to the solar equatorial plane.

Figure 4. Geocentric Solar Magnetospheric coordinate vector map at the autumnal equinox. The Earth in blue is depicted
in front of the Sun. The inset to the right gives the direction of the tangential field relative to the average daily
geomagnetic field component.
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The accurate velocity and timing from the IPS tomographic velocities and
relatively good correlations using the UCSD kinematic modeling allow us
to take the forward modeled RTN coordinate fields one step farther and
provide GSM Bx, By, and Bz fields modeled daily.

3. Correlations Between IPS GONGExtrapolations and
GSM Bx, By, and Bz

Sample plots of the IPS CSSSmagnetic fieldmodel extrapolations from the
tomographic source surface at 15 Rs are shown in Figure 5 for Carrington
rotation 2055. These are converted to GSM coordinates and superimposed
over the corresponding ACE fields. Although the GONG synoptic maps
are currently refreshed approximately every 6 hr, the changes in extrapo-
lated field are not as great as either the densities or velocities at 1.0 AU,
and thus to match these fields we have averaged the ACE in situ measure-
ments given by NOAA as 1‐hr averages with a 3 ‐day boxcar filter. The
reason for this averaging interval is explored more fully in Jackson et al.
(2016) and has to do with factors that include the smoothing and outages
present in the GONG data that provides input to the CSSS model, the
CSSS model itself, and potential solar wind nonradial flow that is not sup-
ported by the UCSD kinematic 3 ‐D reconstruction model. The Pearson's R
correlation between the time series is shown to the right above each panel.
Clearly there is a significant correlation between each time series, even for
the GSM Bz component. We do not plot p values (or the statistical signifi-
cance of these results), but these can be determined for each comparison
simply enough by assuming that there are a given number of independent
values throughout the Carrington rotation for each correlation coefficient.
Although there are variations of shorter length in our 3 ‐day boxcar
averages in a Carrington rotation (27 days in length), in the worst case,
a 3 ‐day boxcar average implies nine independent variables are present
for each Carrington rotation correlation. An R correlation of 0.8 gives
about one chance in 100 of having a null hypothesis, and with many of
these p values at different times throughout the 11‐year period, a null
hypothesis for the ensemble of rotations is extremely unlikely (also see
section 4).

As in Jackson et al. (2016) we provide these correlations from the begin-
ning of the GONG data set. Unlike the former analysis, we have provided
correlations with tomographic resolutions that are slightly less well
resolved (with a 20° × 20° latitude and longitude resolution and a 1‐day
temporal cadence) from 2006 until nearly the end of 2017. Figures 6a
and 6b give the results of the correlations of Bx and By for each

Carrington rotation studied. With few exceptions every rotation throughout the 11‐year period shows a high
positive correlation between the field extrapolated to Earth by our CSSS modeling technique and the
NOAA‐provided GSM measured coordinate. A significant positive correlation is also generally present for
most Carrington rotations between our extrapolated CSSS modeled Bz value and the GSM Bz component
(Figure 6c) throughout the 11‐year period. Here we have culled the comparison data set somewhat to allow
only those Carrington maps with amplitude variations larger than 0.25 nT to be used in the analysis.

Because of UCSD computer memory limitations, the time‐dependent tomography can only be calculated for
a few Carrington rotations at a time. In addition, the IPS analyses have not been continuous through the
years prior to 2010 because of array closure due to winter mountain snow in Japan. Additionally, the array
system is sometimes closed for week long intervals for maintenance. Thus, we have not previously provided
a correlation of the whole time series throughout the 11‐year period, and have only assumed that the
Carrington rotation end effects in our analysis do not influence the outcome. As a check on this, however,

Figure 5. Time series from the Current Sheet Source Surface modeling and
IPS 3 ‐D reconstruction extrapolations of Global Oscillation Network Group
data (dashed lines) converted to Geocentric Solar Magnetospheric coordi-
nates at Earth compared with ACE magnetometer measurements in
Geocentric Solar Magnetosphere over the same Carrington rotation 2055
period. The in situ measurements have been smoothed by a 3 ‐day boxcar
filter as indicated in the upper left hand corner of each of the first panels and
on the vertical axis on the right panels above to provide a signal commen-
surate with the smoothed values from the Current Sheet Source Surface
tomography modeling. (a) Bx, (b) By, (c) Bz. ACE = Advanced Composition
Explorer; IPS = interplanetary scintillation.
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The accurate velocity and timing from the IPS tomographic velocities and
relatively good correlations using the UCSD kinematic modeling allow us
to take the forward modeled RTN coordinate fields one step farther and
provide GSM Bx, By, and Bz fields modeled daily.

3. Correlations Between IPS GONGExtrapolations and
GSM Bx, By, and Bz

Sample plots of the IPS CSSSmagnetic fieldmodel extrapolations from the
tomographic source surface at 15 Rs are shown in Figure 5 for Carrington
rotation 2055. These are converted to GSM coordinates and superimposed
over the corresponding ACE fields. Although the GONG synoptic maps
are currently refreshed approximately every 6 hr, the changes in extrapo-
lated field are not as great as either the densities or velocities at 1.0 AU,
and thus to match these fields we have averaged the ACE in situ measure-
ments given by NOAA as 1‐hr averages with a 3 ‐day boxcar filter. The
reason for this averaging interval is explored more fully in Jackson et al.
(2016) and has to do with factors that include the smoothing and outages
present in the GONG data that provides input to the CSSS model, the
CSSS model itself, and potential solar wind nonradial flow that is not sup-
ported by the UCSD kinematic 3 ‐D reconstruction model. The Pearson's R
correlation between the time series is shown to the right above each panel.
Clearly there is a significant correlation between each time series, even for
the GSM Bz component. We do not plot p values (or the statistical signifi-
cance of these results), but these can be determined for each comparison
simply enough by assuming that there are a given number of independent
values throughout the Carrington rotation for each correlation coefficient.
Although there are variations of shorter length in our 3 ‐day boxcar
averages in a Carrington rotation (27 days in length), in the worst case,
a 3 ‐day boxcar average implies nine independent variables are present
for each Carrington rotation correlation. An R correlation of 0.8 gives
about one chance in 100 of having a null hypothesis, and with many of
these p values at different times throughout the 11‐year period, a null
hypothesis for the ensemble of rotations is extremely unlikely (also see
section 4).

As in Jackson et al. (2016) we provide these correlations from the begin-
ning of the GONG data set. Unlike the former analysis, we have provided
correlations with tomographic resolutions that are slightly less well
resolved (with a 20° × 20° latitude and longitude resolution and a 1‐day
temporal cadence) from 2006 until nearly the end of 2017. Figures 6a
and 6b give the results of the correlations of Bx and By for each

Carrington rotation studied. With few exceptions every rotation throughout the 11‐year period shows a high
positive correlation between the field extrapolated to Earth by our CSSS modeling technique and the
NOAA‐provided GSM measured coordinate. A significant positive correlation is also generally present for
most Carrington rotations between our extrapolated CSSS modeled Bz value and the GSM Bz component
(Figure 6c) throughout the 11‐year period. Here we have culled the comparison data set somewhat to allow
only those Carrington maps with amplitude variations larger than 0.25 nT to be used in the analysis.

Because of UCSD computer memory limitations, the time‐dependent tomography can only be calculated for
a few Carrington rotations at a time. In addition, the IPS analyses have not been continuous through the
years prior to 2010 because of array closure due to winter mountain snow in Japan. Additionally, the array
system is sometimes closed for week long intervals for maintenance. Thus, we have not previously provided
a correlation of the whole time series throughout the 11‐year period, and have only assumed that the
Carrington rotation end effects in our analysis do not influence the outcome. As a check on this, however,

Figure 5. Time series from the Current Sheet Source Surface modeling and
IPS 3 ‐D reconstruction extrapolations of Global Oscillation Network Group
data (dashed lines) converted to Geocentric Solar Magnetospheric coordi-
nates at Earth compared with ACE magnetometer measurements in
Geocentric Solar Magnetosphere over the same Carrington rotation 2055
period. The in situ measurements have been smoothed by a 3 ‐day boxcar
filter as indicated in the upper left hand corner of each of the first panels and
on the vertical axis on the right panels above to provide a signal commen-
surate with the smoothed values from the Current Sheet Source Surface
tomography modeling. (a) Bx, (b) By, (c) Bz. ACE = Advanced Composition
Explorer; IPS = interplanetary scintillation.
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The accurate velocity and timing from the IPS tomographic velocities and
relatively good correlations using the UCSD kinematic modeling allow us
to take the forward modeled RTN coordinate fields one step farther and
provide GSM Bx, By, and Bz fields modeled daily.

3. Correlations Between IPS GONGExtrapolations and
GSM Bx, By, and Bz

Sample plots of the IPS CSSSmagnetic fieldmodel extrapolations from the
tomographic source surface at 15 Rs are shown in Figure 5 for Carrington
rotation 2055. These are converted to GSM coordinates and superimposed
over the corresponding ACE fields. Although the GONG synoptic maps
are currently refreshed approximately every 6 hr, the changes in extrapo-
lated field are not as great as either the densities or velocities at 1.0 AU,
and thus to match these fields we have averaged the ACE in situ measure-
ments given by NOAA as 1‐hr averages with a 3 ‐day boxcar filter. The
reason for this averaging interval is explored more fully in Jackson et al.
(2016) and has to do with factors that include the smoothing and outages
present in the GONG data that provides input to the CSSS model, the
CSSS model itself, and potential solar wind nonradial flow that is not sup-
ported by the UCSD kinematic 3 ‐D reconstruction model. The Pearson's R
correlation between the time series is shown to the right above each panel.
Clearly there is a significant correlation between each time series, even for
the GSM Bz component. We do not plot p values (or the statistical signifi-
cance of these results), but these can be determined for each comparison
simply enough by assuming that there are a given number of independent
values throughout the Carrington rotation for each correlation coefficient.
Although there are variations of shorter length in our 3 ‐day boxcar
averages in a Carrington rotation (27 days in length), in the worst case,
a 3 ‐day boxcar average implies nine independent variables are present
for each Carrington rotation correlation. An R correlation of 0.8 gives
about one chance in 100 of having a null hypothesis, and with many of
these p values at different times throughout the 11‐year period, a null
hypothesis for the ensemble of rotations is extremely unlikely (also see
section 4).

As in Jackson et al. (2016) we provide these correlations from the begin-
ning of the GONG data set. Unlike the former analysis, we have provided
correlations with tomographic resolutions that are slightly less well
resolved (with a 20° × 20° latitude and longitude resolution and a 1‐day
temporal cadence) from 2006 until nearly the end of 2017. Figures 6a
and 6b give the results of the correlations of Bx and By for each

Carrington rotation studied. With few exceptions every rotation throughout the 11‐year period shows a high
positive correlation between the field extrapolated to Earth by our CSSS modeling technique and the
NOAA‐provided GSM measured coordinate. A significant positive correlation is also generally present for
most Carrington rotations between our extrapolated CSSS modeled Bz value and the GSM Bz component
(Figure 6c) throughout the 11‐year period. Here we have culled the comparison data set somewhat to allow
only those Carrington maps with amplitude variations larger than 0.25 nT to be used in the analysis.

Because of UCSD computer memory limitations, the time‐dependent tomography can only be calculated for
a few Carrington rotations at a time. In addition, the IPS analyses have not been continuous through the
years prior to 2010 because of array closure due to winter mountain snow in Japan. Additionally, the array
system is sometimes closed for week long intervals for maintenance. Thus, we have not previously provided
a correlation of the whole time series throughout the 11‐year period, and have only assumed that the
Carrington rotation end effects in our analysis do not influence the outcome. As a check on this, however,

Figure 5. Time series from the Current Sheet Source Surface modeling and
IPS 3 ‐D reconstruction extrapolations of Global Oscillation Network Group
data (dashed lines) converted to Geocentric Solar Magnetospheric coordi-
nates at Earth compared with ACE magnetometer measurements in
Geocentric Solar Magnetosphere over the same Carrington rotation 2055
period. The in situ measurements have been smoothed by a 3 ‐day boxcar
filter as indicated in the upper left hand corner of each of the first panels and
on the vertical axis on the right panels above to provide a signal commen-
surate with the smoothed values from the Current Sheet Source Surface
tomography modeling. (a) Bx, (b) By, (c) Bz. ACE = Advanced Composition
Explorer; IPS = interplanetary scintillation.
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Russell-McPherron Effect: Tangential field 
direction tilt of the dipole.

Jackson et al. 2019

Parker Spiral



Knowing the Statistical Trends For the Background Wind Can Improve CME Density Estimates
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Figure 7. Density as a function of time and heliocentric distance. The figure is produced by taking the density along the Sun-Earth line from the tomographic
reconstruction at each of the 108 time steps and stacking them consecutively. The overplotted diamonds show the peak in CME density at each of the time steps
for which there existed a distinct density enhancement.

In Figure 8, the extrapolated velocity and density profiles are plotted. Panel (a) shows the heliocentric dis-
tance of the CME density peak as a function of time, during the 22-hr period over which it is tracked. The
overplotted red line shows a linear fit to CME position as a function of time. In fact, if we apply a second
order polynomial we arrive at a value of a = −2.5 m s−2 for acceleration. It is clear, however, that the motion
is indeed very linear, which is consistent with established CME behavior in this region of the heliosphere.
As such, we instead use the linear fit for simplicity, which gives a constant speed of v = 375 ± 5 m s−1. This
speed is quite consistent with the speed of the sheath observed at L1, 355 ± 9 km s−1 (Möstl et al., 2014).
Kinematic studies of this CME using HI reveal speeds of 411± 23 km s−1 (HI-A) and 417± 15 km s−1 (HI-B)
(Davis et al., 2009), while Liu et al. (2010) combine observations from both spacecraft to arrive at a speed of
363 ± 43 km s−1. Davies et al. (2012) apply single-spacecraft tracking techniques using HI-1 and HI-2. They
apply a range of CME half-widths between 0◦ and 90◦ to arrive at a range of CME speeds of 378 to 387 km s−1

for STEREO-A and 404 to 413 km s−1 for STEREO-B. Davies et al. (2013) apply stereoscopic tracking using
the HI cameras on both spacecraft and determine speeds that are consistent with their single-spacecraft

Figure 8. (a) CME heliocentric distance as a function of time. The red lines represents a linear fit, which corresponds
to a constant CME speed of 375 ± 5 km s−1. (b) CME peak density as a function of heliocentric distance. The red lines
overplotted represents a power law, which gives a density of 14.7 ± 0.8r−1.90±0.04.
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Figure 9. Solar wind parameters measured in situ by Wind at L1. The four rows from the top show (1) magnetic field
magnitude, (2) magnetic field components in GSE coordinates, (3) solar wind speed, and (4) proton density.
Overplotted are three vertical dotted lines, the first and second of which represent the region of the CME sheath and
the second and third of which bound the flux rope cavity. Estimates of velocity and density at Earth, derived from the
tomographic inversion of HI images, are overplotted in their respective panels. These are shown in black with their
uncertainties shaded light blue.

measurements. Figure 8b shows the radial evolution of the CME density peak, during the 22 hr of CME
measurements. We observe an electron density profile of (14.7 ± 0.8)r(−1.90± 0.04) cc−1, which is reasonable
compared to the average CME value of 6.2r−2.3 cc−1 derived by Richardson et al. (2005). From our profile
we would, of course, expect to observe a density very close to 14.7 ± 1 cc−1 at L1, which is somewhat lower
than the sheath density measured in situ of 16 ± 4 cc−1. This in situ value, from Möstl et al. (2014), is derived
by taking the mean density within the sheath, while the peak value seen by Wind was above 25 cc−1. Our
value represents the peak the density excess of the CME, on top of the K-coronal background, as determined
by HI-1 tomography. If we add a typical background of 5r−2 electrons cc−1 (Cox, 2000) to our value then it
is reasonably consistent with that measured in situ. Finally, Möstl et al. (2014) quote the arrival time of the
shock front in situ at L1 to be 06:36 UT on 16 December. Extrapolating the position of the CME derived from
HI-1 to L1, we find an arrival time of 22:53 UT on 16 December, which is over 16 hours later than observed.
However. This is explained by the failure of the tomographic inversion to reproduce any detailed structure
of the CME, specifically the shock. This can be understood more clearly by comparison with the Wind in
situ data.

Figure 9 shows the solar wind parameters of the CME on 16–17 December 2008 measured in situ at L1 by
Wind. The faster, dense CME sheath is indicated by the first two vertical lines, while the flux rope is the
magnetized and rarefied region of plasma situated between the second and third vertical lines. The velocity,
and its uncertainty, derived from the HI-1 tomography is overplotted in black, with uncertainties in light
blue (third panel). In the final panel of Figure 9 we see the in situ plasma density with a HI-derived estimate
over plotted. This is achieved by taking the HI-derived values of density along the Sun-Earth line, as with
Figure 7, and time shifting them to L1 according to our estimated speed of 375 km s−1. Each density value
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CME
• Tracking the excess density 

relative to the K-corona.

• To forecast the solar wind 
density of the CME a 
background solar wind 
density profile was added.



Summary
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• Solar wind statistics can provide constraints for the image inversions particularly for the background wind.

• We can estimate more background solar wind and IMF parameters directly from solar wind speed –time 
profiles in the Earth direction
• Forecast the solar wind density, temperature, field strength, and IMF (Bx, By, and Bz).

• The speed and direction may be even more important than determining the solar wind density.

• We need ways to utilize and integrate PUNCH data with other data sets in order to provide space weather forecasts 
such as to assimilations, tomography, inversions, and models constrained with imaging and solar wind statistical 
relationships such as those developed by Jackson et al, 2019, 2020, 2016 . 

• Knowing the background wind trends can even be useful for helping to improve the tracking and density 
estimates for the CMEs.

• Search for statistical relationships between other the solar wind parameters and the the change in the 
density and speed as a function of distance that might be more directly related to PUNCH measurements.



END
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Solar Wind Properties at 1 au Depend On A Combination of 
Source Properties and Dynamic Interactions

• Large polar coronal holes emit wind with speeds from 
650 to 860 km/s.

• Moderately fast wind (450-650 km/s) from small low 
latitude coronal holes and/or from the edges of larger 
coronal holes.

• The slow wind (< 450 km/s) is more variable, cooler, 
more dense, and may have multiple sources 
(streamers and or edges of coronal holes).

• Dynamic interactions alter the solar wind properties en
route. 
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Source Properties

Dynamic Interactions



Identifying Dynamic Interactions
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turbulent regions behind the shocks. In Figure 1b we show a
subset of ‘‘possible’’ ICMEs called ‘‘likely’’ ICMEs, which
satisfy all three criteria. These ‘‘likely’’ ICME data form a
low-temperature branch off the main line of points, in part
because beta is the ratio of thermal to magnetic pressure.
Therefore low-proton beta can be caused by low temper-
atures. Our criteria are successful at removing most ICMEs
from the ‘‘non-ICME’’ subset, although a small number may
remain. As earlier studies have indicated Tp and V are well
correlated for non-ICME data, and many ICMEs have low
Tp and do not show a clear correlation between Tp and V.

2.3. Separating Compressions and Rarefactions

[10] After culling the data, we sort the data into com-
pressions and rarefactions using the slope of a 2-day
running average of solar wind speed versus time. Positive
slopes are labeled as compressions, and negative slopes are
labeled as rarefactions. However, if the magnitude of the
slope is <±2.2 ! 10"4 km s"2, it is labeled as ‘‘other.’’ This
slope criterion is large enough to remove times that are flat
and small enough so that clear compressions and rarefac-
tions are not categorized as ‘‘other.’’ Figure 2 shows a solar

wind speed time series separated into rarefactions (blue),
compressions (orange), and ‘‘other’’ (black) regions. We
apply this algorithm to the entire data set. Figure 3 shows
the color-coded compressions and rarefactions with the
ICMEs removed, and temperature is plotted on a logarith-
mic scale to clearly show the separation between compres-
sions and rarefactions. As expected, the compression data is
shifted to higher temperatures than the rarefaction data.

2.4. Fitting Compressions and Rarefactions Separately

[11] After sorting and culling the data, we analyze com-
pression and rarefaction scatterplots of Tp versus V sepa-
rately. The compressions and rarefactions are shown
separately in Figure 4; it is clear that the solar wind at
1 AU (with ICMEs removed) rarely has speeds <300 km s"1

or >760 km s"1. In addition to examining these scatterplots,
we also placed the data with speeds between 300 km s"1 and
760 km s"1 data into 25 km s"1 speed bins and calculate
average temperature for each bin (shown in black). We fit
both the binned data and the individual hourly data points;
we obtained similar formulas for both approaches. In
Figure 4 we show the formulas for the fits to the binned data.

Figure 1. Solar wind proton temperature versus speed. (a) Data satisfying any of our criteria for being
an ICME and data occurring within 24 hours of a satisfied criterion. (b) Data satisfying all three criteria.
(c) Data remaining after culling ICMEs.

Figure 2. Solar wind speed time series separated into compressions (orange), rarefactions (bright blue),
and ‘‘other’’ (black).
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We can use the steepness (dV/dt) of the rise and fall of the solar wind speed profile 
to identify compressions (rising) and rarefactions (falling).

Falling (Rarefaction)   Rising (Compression)   Flat



Formula Adjustments to Forecast Using Corrected ADAPT-WSA Speeds
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Forecast Quantity Original Formula  Adjusted Formula  
V V from ADAPT-WSA V=V + correction from Figure 1 
T when <dV/dt>2day > G T=678.9V-1.749E5 T=678.9V-1.749E5 
T when |<dV/dt>2day| <G T=505.6V-1.233E5 T=505.6V-1.233E5 

T when dV/dt>2day < -G T=491.3V-1.286E5 T=491.3V-1.996E5 

n when dV/dt>2day > G n=8.988E4V-1.564 n=1.702E5V-1.584 
n when |<dV/dt>2day| <G n=3.354E4 V-1.445    n=3.622E4V-1.458    
n when dV/dt>2day < -G n=4.221E3V-1.145    n=4.760E3V-1.179    
|B| when dV/dt>2day > G |B|= 0.9133<B>pr exp(245.4<dV/dt>) |B|= 1.0033<B>pr exp(255.4<dV/dt>)  
|B| when |<dV/dt>2day| <G |B|= 0.8404<B>pr exp(482.7<dV/dt>) |B|= 0.8404<B>pr exp(482.8<dV/dt>) 

|B| when dV/dt>2day < -G |B|= 0.7840<B>pr exp(155.3<dV/dt>) |B|= 0.7040<B>pr exp(145.3<dV/dt>) 
BR BR B" = 1.3 ∙ log+,(|B|) 
Kp Lookup V value Lookup : V = V+230 ∙ log+,(V/640) 

Lookup n value Lookup: n =n+ 3.5 ∙ log+,(n/2.7)+1 
 

• Above we show the formulas and adjustments made for the corrected ADAPT-WSA forecasts.
• G=7000km/s/year 
• Optimizing through iteration (by hand) we only needed to slightly adjust the formulas to produce n, 

V, T, |B|, and Kp forecasts when we used the corrected ADAPT-WSA speeds.



Forecast Test On Full Year (Scalar Quantities)
Using Corrected Speeds and Adjusted Formulas
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Forecast Test On Full Year (IMF)
Using Corrected Speeds and Adjusted Formulas
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Determining |B| vs <dV/dt>2day

• Compared |B| to the a running 
estimate of dV(t)/dt in a 2day 
window.  

• The exponential fit parameters for 
each year of |B| vs. dV/dt do not 
show a systematic time variation.

26

B vs <dV/dt>2day



Initial Test Year 2003:
Wide Range of Geoeffective Fast Wind
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Elliott et al. (2012)

• Year 2003 is an excellent year for testing because there was a long-lived large outward hole and smaller inward 
polarity holes on the opposite sides of the Sun.

• The wind from the outward polar coronal extension was very geoeffective and more geoeffective than typical 
equatorial coronal holes.
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a)

b)

ADAPT-WSA Solar Wind Speed Time Series Forecast Example

• Solar wind speed time series 
(black) with 3-day lead ADAPT-
WSA forecasts over-plotted are   
(12 realizations rainbow colored).

• Bottom panel repeats the solar wind 
speed data color-coded by polarity.

• Time when there was a very fast 
polar coronal hole extension 
(outward) and a smaller 
moderately fast equatorial coronal 
hole (inward) (Elliott et al., 2012).



ADAPT-WSA Solar Wind Speed Time Series Forecast Zoom
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ICMEs

• Solar wind speed time series (black) with 3-day lead ADAPT-WSA forecasts over-plotted are (12 realizations rainbow colored).
• Bottom panel repeats the solar wind speed data color-coded by polarity.
• Time when there was a very fast polar coronal hole extension (outward) and a smaller moderately fast equatorial coronal hole (inward) (Elliott et al., 

2012).



Kp Index Can Be Forecasted with Using Speed and 
Density  

•

30



Wang-Sheeley-Arge Speed Formula

• fp -expansion factor
• d - angle to the open-closed field line boundary (~ angle to coronal 

hole boundary)

• All other quantities are coefficients. 
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ADAPT-WSA Solar Wind Speed Time Series Forecast

32

ICMEs

• Solar wind speed time series 
(black) with 3-day lead ADAPT-
WSA forecasts over-plotted are   
(12 realizations rainbow 
colored).

• Bottom panel repeats the solar 
wind speed data color-coded by 
polarity.

• Time when there was a very fast 
polar coronal hole extension 
(outward) and a smaller 
moderately fast equatorial 
coronal hole (inward) (Elliott et 
al., 2012).



Overview of Residual Errors for ADAPT-WSA 3-Day Speed Forecast 

• Left: Direct comparison between model and measured speed. 
The majority of points are along diagonal where the model and measured speeds are equal, but a significant portion are 
not.

• Middle: Residual error as a function of the measured speed.
There is a trend in the residual errors with speed.

• Right: Histogram of the residual error.
The residual error histogram peaks slightly above zero when the model speed is lower than the measured speed. 33

Corr=0.403
a) b) c)

01/01/2003 to 12/31/2003     ADAPT-WSA   3-Day Forecast



Speed and Residual Error Dependence 
on Expansion Factor and Angle to the Boundary

• Left: Data sorted by expansion factor (fp) and angle to the coronal hole boundary (d).
• Middle: ADAPT-WSA 3-Day forecast vs. fp and d (visual representation of WSA formula).
• Right: Residual speed errors vs. fp and d.
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01/01/2003 to 12/31/2003     ADAPT-WSA   3-Day Forecast



Kp Index Can Be Forecasted Using V and n 
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Background Wind ICMEs Removed



Forecast Test On Full Year (Scalar Quantities)
Using Corrected Speeds and Adjusted Formulas
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Forecast Test On Full Year (IMF)
Using Corrected Speeds and Adjusted Formulas
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Testing Forecasts of Scalar Quantities
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Testing Forecasts of IMF Components
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Figure 1: The top and bottom rows show coronal hole maps with the polarity color-coded. The middle panel shows the solar wind speed
measured at ACE at L1 with the polarity color-coded. In 2003 there was a large long-lived outward (red) polarity coronal hole extension that
extended from the south pole to low latitudes. On the opposite side of the Sun, there was a smaller low latitude inward (blue) equatorial hole.
The outward hole emitted wind with speeds that were similar to the wind speeds above the middle of polar coronal hole. The light blue line
shows expected speeds based on a fit of speeds from Ulysses polar coronal hole measurements versus latitude. This figure is from Elliott et al.
(2012).
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Corr=0.505

Corr=0.701

Uncorrected

Corrected 3/4th Range
(01/01/2003 to 09/30/2003)

Corrected Full Range
(01/01/2003 to 12/31/2003)

Data – Corr. ¾ Model [km/s]

Data – Corr. Model [km/s]

Figure 8: In the left column are 
probability of occurrence maps 
for the model speed versus the 
measured speed. The Pearson 
correlation coefficient is listed 
on each of these plots. Here we 
examine the time period between 
October 1, 2003 through the end 
of December 31, 2003.  The right 
column shows histograms of the 
absolute error between the data 
and model. The top row has 
results ADAPT-WSA without any 
corrections. In the middle row 
corrections based on the first 
3/4ths of the year (January 1, 
2003 through the end of 
September 30, 2003) are 
applied, and in the bottom row  
corrections based on all of 2003 
are applied. 

10/01/2003 to 12/31/2003     ADAPT-WSA   3-Day Forecast

Corr=0.526

Data – Model [km/s]

Uncorrected a) b)

c) d)

e) f)

main_evaluate_speed_data-model.pro
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Corrected Full Range
(01/01/2003 to 01/01/2004)
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(01/01/2003 to 09/30/2003)
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01/01/2003 to 12/31/2003     ADAPT-WSA   3-Day Forecast
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: Same plot formats as in 
Figure 6 showing the residual 
speed errors as a function of 
expansion factor and angle to the 
boundary (left column), angle to 
the boundary and measured speed 
(middle), and expansion factor an 
measured speed (right column). 
The top row has the residual errors 
for the uncorrected ADAPT-WSA 3 
day speed forecasts. The middle 
row shows errors when applying 
correction factors based on the 
first 3/4ths of 2003, and the bottom 
row shows the errors when 
applying correction factors based 
on all of 2003. 

a) b) c)

d) e) f)

g) h) i)

main_evaluate_speed_data-model.pro
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09/01/2003 to 12/31/2003     ADAPT-WSA   3-Day Forecast
Uncorrected

Corrected Full Range (01/01/2003 to 01/01/2004)

Figure 10: A 4 month time series 
plot of the solar wind speed. In 
the each panel the data are in 
black and the 3-day forecasts for 
all 12 realizations are rainbow 
colored. a) Overlays the 
uncorrected ADAPT-WSA 
forecast, b) overlays the corrected 
forecast based on 3/4ths of 2003, 
and c) overlays the corrected 
forecasts based on all of 2003.

a)

b)

c)

main_wsa_loop_speed_data-model.pro



Determining |B| from dV/dt 

OMNI 2003

a2= 259.5 nTs2/km
a1=1.91 nT

|B|=a1exp(a2dv/dt)

|B| & dVp/dt
Exponential• Compared |B| to the a 

running estimate of 
dV(t)/dt in a 2day window.  

• The exponential fit 
parameters for each year 
of |B| vs. dV/dt do not 
show a systematic time 
variation.

• Next we use the fit results 
for 2003 to estimate the 
field. 
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