
Abstract

Space weather, and its effects on Earth, is a trending topic. Geoelectric fields 

are influenced by geomagnetic field variation caused by Earth's surrounding space 

weather environment. Geoelectric hazards from space weather can critically 

affect infrastructure, and the aftermath is economically costly. It is essential to 

enhance geoelectric hazard modeling by implementing a combination of research 

and machine learning. This will determine where and when geomagnetically 

induced currents (GICs) may impact critical infrastructure. 

Organizations such as NOAA, USGS, NASA, NSF and international partners 

(NRCan) have contributed to an operational geoelectric field map data product. 

Currently, ground based stations across North America measure real-time surface 

geomagnetic field data, which is driven by natural-time ionosphere conductivities 

within the thermosphere. The current geoelectric field maps use the Spherical 

Elementary Current System (SECS) interpolation method, based on physical 

constraints of the magnetic field. Currently there is no machine learning method 

in place to fill missing data and flag outliers in real-time.

Our team created an algorithm in Python, using real-time data, which 

interpolates  missing values and detects anomalies outside a standard deviation of 

3 sigma. With the Seasonal Auto-Regressive Integrated Moving Average 

(SARIMA) anomaly detection model as the base, the newly created model will fill 

data gaps and flag anomalies. We generate more accurate geoelectric field maps 

using machine-learning algorithms that identify and replace missing data within 

the real-time data streams. The final machine learning model will be run in the 

CU’s Space Weather Technology Research and Education Center’s (TREC) 

cloud-based Testbed environment. 

Geoelectrical  Data and Space Weather

Historically space weather 
events have affected Earth. 
The Carrington Event, and 
the 1989 Quebec blackout 
that lasted 9 hours, take the 
popular vote.  Humanity has 
built a world in which power 
grids are essential. Current 
research is trying to solidify 
a solution that will 
determine where and when 
geomagnetic induced 
currents (GIC’s) may impact 
a  society’s infrastructure. 
There is a growing need to 
accurately predict and 
measure the geoelectric 
field data. 

What you are looking at above is an early 
geoelectric field map, generated in 2019. It 
continues to evolve and be used for industry 
assessment and mitigation of geoelectric 
hazards. Upgrades in interpolation consisted of 
bilinear and nearest neighbor methods.

Zeiss Jena 010B Theodolite for 
making absolute measurements at 
Boulder magnetic observatory

On the right, you will see the  Magnetic-field 
components: (X,Y,Z) define the Cartesian 
components (north, east, down), (H,D,Z) are the 
components measured by instruments in every 
ground-based observatory.  
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Gap identification via NaN flagging and Interpolation: Liner, Cubic, and Complex.

In this time-series data, there are gaps. This 

can be caused by  local internet disturbances, 

local power outages, and even cars driving by. 

The function above  takes the data and uses 

the numpy library in python to return these 

NaN values as zero.  It is important to flag 

these NaN values because knowing where 

theses gaps are will help with interpolation. 

Previous methods have just  removed the 

data, which has been an issue in generating 

geoelectric field maps.  

 

Started with a linear interpolation method is 
important because it can confirm the mean 
value of the data. The linear method does 
not have continuous derivatives however, 
which makes for a uniformed line. It also 
generates the same estimate that would 

occur if the data was removed. 

The cubic interpolation is a more realistic 
method because it not only looks great, but 

it has continuous derivatives between 
points. This means that there is a rate of 

change of a function with respect to one of 
its variables. This polynomial interpolation 
method is smoother and has smaller errors. 
It is however just an estimated calculation 
between values. Being able to refine this 

interpolation method would be ideal.  

Detecting anomalies in a data set is importance for two reasons. 

First, this can show outliers that are unwanted and can be 

cleaned. Second, it can show points of interest and allows for 

further investigation of the specific event. Anomalies are also 

dependant on the standard deviation, resulting in a finer anomaly 

detection. 

The two graphs above represent a python generated function 

that detects anomalies via standard deviation methods. In this 

model, you will see a standard deviation of 3 threshold, which 

allows for a large margin of error. 

The anomaly detection method is a function in python that  uses 

the rolling mean and rolling standard deviation, to calculate the 

“bad values”. The bad values will be flagged and are outside the 

threshold.

Building a statistical analysis and interpolation model was the first step. When a 
statistical model is used as the baseline for understanding this time-series data, it can 
calculate a cleaner and more accurate interpolation method. 
The main goal for this project is to use and research historical data to generate machine 
learning models. These models will take the historical data and train the machine 
learning models, so that future predictions are based of past observations, thus 
generating more realistic interpolation outputs, that can be run in real-time. Having a 
statistical model to build off of, will also prove that “nearest neighbors” methods do 
produce better results.
 Generating more accurate and clean  geoelectric field maps is important to humanity. 
Magnetic disturbances affect our infrastructure and  could result in economic collapse, 
along with societal setbacks.
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Clean Data via Machine Learning model

Interpolation: Updated Python Package (Prophet)

Model Testing: Interpolation and Prediction

Comparing: Cubic, Liner, and 
Complex Interpolation

Produce clean-data from real-time database: Multi-variant 

● Continue to sample, train, and validate the model, with potential to generate a Deep Learning 

algorithm.

● Implement model on geoelectric field maps for updated accuracy. 

● Run model at  the University of Colorado’s Space Weather Technology Research and Education 

Center’s (TREC) cloud-based Testbed environment. 

In this time-series data, there are 

gaps. This can be caused by  local 

internet disturbances, local power 

outages, and even cars driving by. 

Finding the endpoints on either side 

of the data is important for 

interpolation. Numpy was used to 

find the NaN values. Linear 

interpolation is important because it 

can confirm the mean value of the 

data. Cubic interpolation is a more 

realistic method because it has 

continuous derivatives between 

points. However, finding an 

interpolation method that was more 

complex was essential. 

The result is a model that uses the historical data from the past 7 days and predicts the future 
forecast  for up to 6 hours.  The model also identifies and fills the  gaps that occur in data. The 
Machine Learning model can be trained off of  any amount of historical data. The model can be 
trained  on all spatial variables (X,Y,Z) and can be used for any observatory. The current model has 
proved to have a greater confidence interval compared to the SARIMA/ARIMA models mentioned 
in the abstract. 

Current work on the project will be testing and 
resampling the model in order to tweak the 
hyperparameters. Understanding and tuning 
the hyperparameters will allow for a greater 
accuracy in the data validation. Tightening the 
forecast error with Cross Validation will be 
essential for this ML model to run with more 
accuracy as shown on the plot. 

The grey lines are the upper and lower 
bounds. The blue line is the Mean Squared 
Error(MSE) and bias variance decomposition.  
This allows for a good grasp of overfitting, 
underfitting and model capacity. 

Cubic interpolation produced unstable oscillation and 
instability when using big data.  Using the python 
package Prophet to interpolate the NaN values 
proved to be effective. This interpolation method 
took historical values to build a non-linear additive fit 
between the NaN values. Prophet uses weekly, yearly 
and seasonality to fit the data. Prophet is similar to 
TensorFlow, in that is uses Fourier transform. 

After the interpolation proved to be proficient, 
testing the model with different sample sizes was 
important  to build a successful prediction model. The 
graph to the left shows a fit model  that is 
interpolating values and predicts a forecast of 72 
hours. This sample was one of many, that helped 
determine the historical to prediction ratio. 

The graph on the left is an example of the model before 
any tuning of parameters. Testing the model with 
different prediction periods was crucial to  learn about 
how the model was running.  

The model is currently 
producing clean data 
with no NaN values 
(graph on upper left). 
The model can be run on 
multiple stations, which 
is effective when looking 
at space weather events. 
The big  graph on the  
left shows the model 
running on multiple 
spatial variables. It 
graph shows, in parallel, 
the model compared to 
data without the model. 

The model can also be run on 
multiple stations. This can be 
seen in the graph on the left. 

Prophet by Meta: 
https://facebook.github.io/prophet/docs/quick_start.html 

Forecast horizon (2 days), the initial training period (3 days) and 
the spacing between cutoff dates (period=1 days)

https://facebook.github.io/prophet/docs/quick_start.html

